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Introduction



During the past 20 years, the global demand of energy accelerates faster by about 41% than
the world population progression which count 27% between 2000 and 2020 (Figure 1). In fact,

most of energy demand was for economic and industrial activities [1].
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Figure 1: Evolution of (a) the global energy consumption [2] and (b) world population [3]
between 2000 and 2020

In 2020, more than 80% of the global energy consumption was derived from fossil fuel such
as coal, crude oil, and natural gas [4]. In effect, actual economic and environment defiance
are appeared as a result of the continued dependency on fossil energy as primary source of
power. Besides, it can be observed that through the last 10 years (Figure 2), the investment
in renewable sources increases gradually. Alternatively, many efforts are carried towards the

energy harvesting of industrial and domestic waste such as heat waste recovery.
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Figure 2: Global energy consumption by source of energy between 1970 and 2020 [4]



The implementation of a heat recovery mechanism leads to significant gain in fossil fuel con-
sumption and cost. In 2016, 2.8% of the primary energy consumption comes from the recovery
of low-grade industrial waste heat (T < 100 °C). The recovery of discharged low-grade heat
is feebly viable by the useful technologies. Fortunately, further to the effectiveness of thermal
to acoustic conversion at weak temperature gradient at lower than 10 °C [5], thermoacoustic
technology is considered as a serious competitive technique in low-grade heat waste recovery.
Appropriately, the increasing interest in thermoacoustic technology is due to the outstanding
features which make them very reliable for several sorts of energy production such electric
generation and heat pumping.

Furthermore, the thermoacoustic technology has a potential interest in green energy manu-
facturing and industrial waste recovery. Moreover, serious consideration has been offered to
thermoacoustic engine development further to the economical and ecological solution given in
the regeneration of industrial heat waste. Such recover technology is technically for electricity
generation. However, thermoacoustic technology worth to be considered as a the key merit for
low-grade heat recovery. Exploiting friendly gases and non toxic materials with the low cost
construction make those sort of devices very accurate in the industrial heat waste recovery.
The aim of this thesis is to numerically optimize the efficiency of a standing wave thermoacous-
tic engine by minimizing the undesirable nonlinear instabilities. Allowing the variation of the
emerging parameters, the thermal lattice Boltzmann model (TLBM) is actually elaborated to
find the performed structure and constructive material of the core of the thermoacoustic device.
This thesis attempts to follow the next structure:

Chapter 1 Thermoacoustics: A general overview about the thermoacoustic technology is
given in this chapter. At first, a brief history about the critical evolution of the thermoacoustic
field is presented. In the second part, general aspect of thermoacoustic theory and applications
are expected. Then, the conversion principle within the different types of thermoacoustic de-
vices is revealed. The last part presents a bibliographical synthesis about the general structure
and main particularities of standing wave thermoacoustic devices.

Chapter 2  lattice Boltzmann method: The numerical model used for the simulation of

the fluid flow and heat transfer within a standing wave thermoacoustic engine is presented in



this chapter. The kinetic theory of the fluid dynamic is depicted for the discretization of the
lattice Boltzmann method. Then, details of the discretized model within the different parts of
the thermoacoustic engine is described. Particularly, the extended lattice Boltzmann model for
the simulation of complex area as the thermoacoustic porous core is detailed. Standing wave
thermoacoustic engine boundary condition at the external walls and core limits are therefore
clearly developed.

Chapter 3  Optimization of a standing wave thermoacoustic engine performance by en-
tropy generation minimization using lattice Boltzmann method: This part focus on the in-
vestigation of heat transfer and entropy generation within a simple standing-wave thermoacous-
tic engine using thermal lattice Boltzmann method (TLBM). Based on Darcy—Brinkmann—For-
chheimer model, the heat transfer and dynamic fields within the thermoacoustic device are ex-
amined. The influence of the various thermo-physical factors which serves on the selection
of the ideal material and leads to an optimum engine work with minimum entropy generation
are therefore tested. It is found that great acoustic and thermal losses are provided at the TAC
limits due to the existence of non-linear thermo-viscous interaction between the working gas
particles and the pores surfaces.

Chapter 4  Simulating Rayleigh streaming and heat transfer in a standing wave ther-
moacoustic engine via a thermal lattice Boltzmann method: In this chapter, the streaming
flow and convective heat transfer in a standing wave thermoacoustic engine (SWTAE) filled
with helium gas were numerically handled. The mathematical model depicting the flow and
heat transfer occurring consists of the extended Brinkman-Forchheimer Darcy equations under
Boussinesq approximation. The numerical resolution was performed using a thermal lattice
Boltzmann method (TLBM) based on the approximation of Bhatnagar-Gross-Krook (BGK).
The effect of thermal gradient between the thermoacoustic core boundaries on the acoustic ex-
citation and on Rayleigh streaming has been well inspected. It turned out that the convection
effect on the acoustic velocity is mainly observed on the engine core hot side while it is negli-
gible on the cold side. Moreover, it can be detected that the Rayleigh streaming is particularly
detected at low thermal gradient and that the minimization Rayleigh effect improves the ther-

moacoustic conversion at large thermal gradient.
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Chapter 1

Thermoacoustics



1.1 Introducion

Nowadays, the thermoacoustic field is still in the phase of technical and operational improve-
ment. Most of current researches focus intensively on the application of such technology in
clean energy production for the reduction of global warming emissions. This orientation comes
further to the employment of environmental working gases for electricity production. Addition-
ally, the low maintenance requirement quality make those sorts of devices very reliable and cost
saving.

The first part of this chapter gives a brief history about the major reviews and thermoacoustic
technology development. The second part provides an overview about the thermoacoustic the-
ory. Then, the various thermoacoustic devices and their applications are exhibited1. Thereafter,
a theoretical description of the appropriate conversion principal is introduced. The last section
reveals the geometrical configuration and operating mode of a standing wave thermoacoustic

engine.

1.2 Brief history

In the past three centuries, the thermoacoustic technology pursuit an intensive development in
many laboratories. The thermoacoustic effect has been discovered for the first time in 1777 by
Byron Higgins [1]. When heating a semi-open tube filled with hydrogen at different positions,
acoustic standing waves are produced forming the so called singing flame”. Meanwhile, for
centuries, glassblowers has observed the thermoacoustic phenomena by hearing sound when

the glass bulb are blowing at the cold narrow.

)

Pipe

Flame

Figure 1.1: Schematic of Sondhaus’s tube



According to Feldman [2], the first description of the observed phenomena was given by Carl
Sondhauss in 1850. He experimentally proved that by applying a heat gradient to a semi-closed
pipe, spontaneous sound waves appears at the open end (Figure 1.1). In his investigation, Sond-
hauss has found great dependency between the produced standing waves frequency and the
length of the tube. Later, in 1859, Rijke [3] re-experimented the Higgins configuration and
replaced the hydrogen flame by a heated gauze (wire mesh) to produce stronger acoustic oscil-
lations as seen in Figure 1.2. He pointed out that maximum acoustic oscillations are generated
when placing the wire mesh at the one-fourth length distance from the lower end. Therefore,
in 1869, Kirchhoff [4] gives the first quantitative analysis of the physics of thermoacoustic.
He determines the equations describing the thermal attenuation of sound based on the Navier-

stockes equations and the Fourier’s law of thermal conduction.

)

Figure 1.2: Structure of Rijke tube

In 1896, Lord Rayleigh [5] gives an explanation of the phenomenon occurred within the Sond-
hauss tube. The Rayleigh criteria has been announced as follow:” If heat be given to the air at
the moment of greatest condensation or taken from it at the moment of greatest rarefaction, the
vibration is encouraged”’. Indeed, it has been admitted that the birth of thermoacoustic oscilla-
tions is linked to the variation of density with heat. By the same token, based on the existence
of temperature gradient within a semi-closed tube, Kramers [6] developed a mathematical de-
scription of the kirchhoff theory to the case of attenuation of the sound waves.

In the 1950s, advanced efforts are made within the Bell Telephone laboratories [7, 8] to pro-
duce electricity by the exploitation of thermoacoustic engines. Acoustic pressure are produced
further to the existence of thermal gradient within the standing-wave engine converted there-
fore to electricity via an electromagnetic converter. Thereafter, Carter et al. [9] experimentally
improved the Sondhauss tube by inserting a stack plates with a cold and hot exchangers at both
sides. Further to the efficient heat transfer within the stack, strengther acoustic oscillations are

produced.



The inverse conversion process has been subsequently discovered by Merkli et al. [10] in
1975. A piston was placed at one side of a resonator tube while the opposite side was closed.
Delivering a periodic sinusoidal pressure waves, the working fluid was driven to accomplish
a thermodynamic cooling cycle. Eventually, previous founding has been followed by several
experimentations in the Los Alamos National Laboratory (LANL) during the 1980s. Among
investigations discussed the dependence of cooling effect on the velocity dissipation and the
heating nearby the velocity node region. Meanwhile, further successful attempts in LANL has
been made with Swift [11] in building standing wave thermoacoustic engine in a large scale.
The system was filled with a pressurized helium as working gas and achieved 9% thermal effi-

ciency with 7 kW input heat.

- Hotend  -=

Figure 1.3: Solar powered thermoacoustically driven thermoacoustic refrigerator built by
Adeff

The earliest thermoacoustic refrigerator has been built by Hofler in 1986 [12]. It consisted of a
resonance tube with reduced section at the buffer tube to minimize the thermo-viscous losses.
12% coefficient of performance (COP) was achieved with 0.66 ratio of the cold temperature
to the ambient temperature. The integration of renewable energies within the thermoacoustic
technology, such as the solar energy, has been firstly evaluated and developed by Adeff and
al. [13]. A solar powered thermoacoustic refrigerator has been build and investigated (Fig-
ure 1.3) demonstrating the merit of sch technology to be further improved.

In 1998, the first travelling wave thermoacoustic engine (TWTAE) has been designed and built
by Yzaki et al [14]. Suffering from important thermal and viscous losses at the regenerator,
the designed device has low conversion efficiency. Besides, the effectuated experimentation
prove the better performance of travelling wave devices than the standing-wave devices at sim-

ilar working conditions as the frequency and the wavelength. Later, in 1999, Backhaus and



Swift [15, 16] had built a TWTAE achieving 30% thermal efficiency (Figure 1.4). The de-
signed system is based on traveling-wave phasing and a Stirling like thermodynamic cycle.
This engine is mainly composed of a one-fourth wavelength resonator tube filled with helium
as working gas. Heat exchangers are placed at a torus-shaped section with a regenerator to
force the working fluid to execute the Stirling cycle. So far, that system is still considered as a

model for the development of travelling wave systems.
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Figure 1.4: Backhaus and Swift engine

In 2004, Symko et al. [17] experimented a thermoacoustically driven thermoacoustic cooler
at high-frequency driven by a thermoacoustic engine operating with heat from microelec-
tronic components to pump heat. Further investigations has been conducted by De Block and
Kees [18] who developed a multi-stage low temperature powered thermoacoustic system. The
designed system utilised low thermal gradient, in the range of 70 °C- 200 °C, from solar re-
sources or waste heat. In order to optimize the thermoacoustic system power, the viscous dissi-
pation effect has been limited by enlarging the cross-section of the regenerator. Nowadays, the

interest in thermoacoustics had extended worldwide.

1.3 Thermoacoustic theory

The thermoacoustic effect is defined as the heat transfer between a fluid and solid material in
the presence of an acoustic wave. A progress towards the theoretical description of the named
behavior has been mainly restricted to the linear theory. Besides, the thermoacoustic field still

in the technical improvement stage where it is actually encompassed into the fields of ther-



modynamics and acoustics. A theoretical understanding of the phenomenon has been firstly
developed by Rott [19] and Swift [20] along with standard prototype devices based on this
technology. Further to its capability of reducing the cost effective way, it has been employed to
produce electricity in a reliable way followed by their utilization in refrigeration and cryogenic
cooling. The generated work from heat it therefore transmitted via a moving a piston or turning
a turbine to be converted therefore to electric power via electromagnetic converter as a linear
alternators, piezoelectric transducers, magnetohydrodynamic generators or a bidirectional tur-
bines. Linear alternators are generally used in thermoacoustic engines to convert the acoustic

energy and employ it for electricity production.
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Figure 1.5: Schematic drawing of Yazaki’s experimental device

At first, engines were mainly based on standing wave phasing. In effect, that type of energy
converters has been fast developed and contributes to the global trend towards the use of green
energies. The supplying thermal energy leads to a spontaneous production of an acoustic wave
along the longitudinal direction of the temperature gradient as tell Rayleigh’s criteria. There-
after, the concept of a travelling wave thermoacoustic engine ( Figure 1.5) has been practically
demonstrated by Yazaki et al [14] : the first stage contain a standing wave thermoacoustic en-
gine where the acoustic power is generated by the core. This power is therefore transferred
into the neighboring travelling wave stage to amplify the generated acoustic power. The ther-
moacoustic core is placed at the one wavelength of the looped-tube. A quatity of the acoustic

power leaves from the core hot side and therefore transported-back to the ambient side travers-



ing looped tube. A feeble efficiency is reported caused by the existence of a slight acoustic
impedance within the regenerator that leads to important visco-thermal losses that reduce the
amplitude of the acoustic velocity in the regenerator. In effect, the high impedance gives rise
to the pressure dissipation throughout the piston of the used alternator.

The maximum thermal-to-acoustic efficiency is about 20% in thermoacoustic field which is not
nearly as high as the 70% accrued achieved in other fields [21] as combustor engines. The
highest thermal efficiency, being the acoustic power generated by a stack subject to a thermal
gradient [22], is reported to be just 18% [23]. It can be understanding that the upper thermal
efficiency can be achieve by a standing-wave engines is understood to have an upper limit of

around 20% [16], due to the existence of important irreversible thermodynamic cycle.

1.4 Thermoacoustic devices applications

The conversion of thermal energy to acoustic energy and reversibly specifies the thermoacoustic
field as a potential technology for heat engines and heat pumps refrigerators. Following the
direction of the energy conversion, the thermoacoustic effect is mainly used in two principal
applications: the first concerns the production and the amplification of an acoustic wave in
a resonator tube by the mean of a temperature gradient between the porous core limits. The
second application concerns the pumping of heat from a cold reservoir, such as heat exchanger
placed at one side of the core powered by the excitation of acoustic wave into the resonator.
Further to its potential in the exploitation of clean energy, thermoacoustic technology has a

growing interest in industrial application.

Figure 1.6: Setup of the four stage travelling wave engine built by THATEA
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The first thermoacoustic project on the European level was the THATEA (THermoAcoustic
Technology for Energy Applications) [24]. In 2011, Aster and Hekyom enterprises, (ECN and
NRGQG) research institute with the partnership of the three academic groups (CNRS, UNIMAN
and UNIME) has developed a thermoacoustic engine achieving 40% heat to acoustic theoretical
efficiency. Meanwhile, the aster-thermoacoustics research company, leader in the development
and commercialization of the thermoacoustic energy conversion, was involved within many
projects. To name a few, a multistage thermoacoustic engine (Figure 1.6) has been designed
and build in 2010 to operate at low input temperature. They recorded an onset temperature
difference of 31 °C. Therefore, to achieve an improved thermoacoustic power at low temper-
ature operation, a feedback circuit is connected to allow the insertion an arbitrary number of

regenerators at each stage.

Figure 1.7: Schematic drawing of solar powered thermoacoustic cooler developed in the
aster-thermoacoustics company

Later, in 2012, a solar powered thermoacoustic cooler (Figure 1.7) was built to be the first
commercial application of thermoacoustic systems. A special perception were carried to that
technology owing to the lack of negative effects on the environment and the linear dependence
between cooling and solar power. The hot heat exchanger was maintained at 160 °C by an ex-
ternal cartridge heaters. The cold heat exchanger kept cool by forced convection about around
40 °C. The developed system produced ice at -3.2 °C at the cold exchanger side.

In 2020, within THATEA project framework, a thermoacoustic cooler (Figure 1.8) was in-
stalled at the roof of schools and public buildings to increase safety. Using photovoltaic solar
energy the device heat exchangers are supplied by electricity which avoid the use of hot fluids

as hot water and oil.
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Figure 1.8: Installation of the roof top thermoacoustic chiller

At the Netherlands Organisation (TNO) working in the TASTE project developed an industrial
thermo-acoustic heat pump (Figure 1.9) able to upgrade residual heat of 120 °C.In February
2020, the MDO Lab in collaboration with the NASA Glenn Research Center and Jet Propul-

sion Laboratory developed a new hybrid electric transport aircraft technology (Figure 1.10).

Figure 1.9: Thermo-acoustic heat pump developed by the TASTE project

Further to its effectiveness and simplicity, the thermoacoustic engine is employed successfully
to supplies acoustic waves to cool the diverse components of the aircraft such as batteries and
electric motors. In the objective to be integrated within a full-scale powertrain, the MDO Lab
scientist researchers aims to improve a thermoacoustic thermal management system and prove

its effectiveness for an optimized hybrid electric aircraft.
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Figure 1.10: Schematic drawing of the hybrid electric commercial transport aircraft developed
by the MDO Lab

1.5 Thermoacoustic devices configuration

In the past decades, significant efforts have been made to develop the configuration of the var-
ious thermoacoustic systems in order to convert thermal energy to acoustic power referring to
the thermoacoustic effect. Nowadays, the named systems are gaining an evolution of research
interest because of their performance in applications for heat pumping and electricity produc-
tion. Compared to the conventional ones, thermoacoustic devices have many advantages further
to the use of friendly environment working gases and requirement of low maintenance due to
the absence of moving machinery. Those outstanding features make such system potential for
high reliability, simplicity of design and low maintenance which is translated therefore into the
low cost making thermoacoustic devices very competitive compared to conventional existing
technologies [25].

The heat transfer between the solid surface and the gas flow provides a time delay between tem-
perature and pressure oscillations. The reasonable thermal contact area between the working
fluid parcel and the thermoacoustic core walls improves the appropriate phasing between the
pressure oscillations and heat transfer. The correct phasing of oscillations between the working
parcel and the solid stack surface drives the gas parcels to complete the appropriate thermo-
dynamic cycle. Depending on the thermoacoustic device type, the adequate thermal contact

should be perfectly achieved.
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1.5.1 Standing wave thermoacoustic devices

Standing wave thermoacoustic devices (Figure 1.11) have the simplest configuration to build
and operate. These sorts of devices are composed of a straight resonator tube filled in part with a
thermoacoustic core (TAC). The core is generally made of a stacked plates or a porous medium
placed between two heat exchangers. The resonator tube is of quarter wavelength acoustic
oscillation. In effect, the resonator length depends on the acoustic pressure wavelength where
the pressure oscillation is maximal (antinode) at the closed boundary and no pressure oscillation
(node) is noticed at the open boundary. The inner core (stack) is the main element in which the
thermoacoustic conversion takes place either to produce or to consume acoustic work subject
to a temperature gradient. It is generally situated near the pressure antinode (closed end) and
maintained under a temperature gradient by the mean of two heat exchangers at each boundary.
Moreover, the velocity vibration is shifted by 90 degree from the pressure oscillation.

Hot Cold
exchanger exchanger

Resonator

Porous core

Figure 1.11: Standing wave thermoacoustic device design

1.5.2 Traveling wave thermoacoustic devices

The travelling wave devices design is more complicated then standing wave ones. It employs
a looped compliance as proposed Ceperley [26] or a feedback inertance following De Blok’s
design [18]. Herein, the stack is replaced by a porous medium called a regenerator. Contrarily
to the irreversible criterion of the standing wave devices operation, travelling wave ones under-
lies a reversible Stirling thermodynamic cycle and the imperfect thermal contact at the porous
structure is no longer required. Such systems are designed to work with pressure and velocity
oscillations in phase which allow a maximum rate of compression-expansion at the peak left
or right most displacement. Such criterion eliminates the requirement of adiabatic motion of
gas particles which explain the changing the operation of the stack to that of the regenerator.

Accordingly, De Blok [27] designed a travelling wave thermoacoustic engine with a feedback

14



pipe which could start at an onset temperature difference of only 65 K. Later, a multi-stage en-
gine of this type has been developed. It was able to operate at an onset temperature difference

of just 40 K at each engine stage.
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Figure 1.12: Travelling wave thermoacoustic device design

1.5.3 Thermoacoustically driven thermoacoustic cooler

The hybrid thermoacoustic system is composed of closed resonator containing two thermoa-
coustic cores. It consists a coupled thermoacoustic engine and thermoacoustic cooler. Two
cores are placed in the same resonator tube where the first serves in the production of acoustic
waves which drive the second core to produce heat pumping.

The first part of the system acts as a standing wave thermoacoustic engine. The core is placed
nearby the west closed end. It is composed of a porous medium and two heat exchangers. The
external walls of the system are exposed to ambient temperature while a hot and cold exchang-
ers are positioned at the porous core extremities to provide a temperature gradient. Crossing
the hot exchanger, the temperature of the working fluid is partly converted into acoustic work
and spontaneously oscillates until it falls the cold exchanger.

The produced acoustic power propagates within the second part of the system. Between the
cooler stack limits, the temperature of the working gas fluctuates adiabatically by the effect of
pressure oscillations. The temperature is cooled as the gas particle are expanded. Then, the

heat is pumped by the exchanger placed at east side of the stack.
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Figure 1.13: Schematic drawing of thermoacoustically driven thermoacoustic cooler

1.6 Thermoacoustic principle

The thermoacoustic effect is closely dependent on the interaction between heat transfer and
fluid flow within the thermoacoustic device core. Principally, the inetrmolecular collision under
temperature gradient provides spontaneous compression and expansion and cause the nascence
of the thermoacoustic effect namely ”acoustic vibration” or heat pumping”. According to Lord
Rayleigh criteria the thermoacoustic oscillations are closely linked to the thermal variation and
pressure fluctuations. The conversion process occurs principally near the solid walls of the
porous core which is called stack when the device generate standing waves and regenerator

when travelling waves are produced.

1.6.1 Thermoacoustic engine thermodynamic cycle

The acoustic wave generation are briefly explained as a vibration caused by the compression
and expansion of the heat transfer fluid. The following cycle is experienced by the working
gas:

(a). In this first step, The cycle begins with the gas parcels situated near the hot exchanger
absorb heat and being slightly compressed at constant temperature 7¢,

(b). In the second step, the gas parcels moves toward the cold side of the stack. The adiabatic
expansion of the particles encourages the vibration and generate an acoustic power W as its

temperature drops from 7¢ to Ty,
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(c). Since this part of the cycle, particles situated near the cold exchanger eject heat and
expand slightly at constant temperature 7y,
(d). As the fluid parcels moves toward the hot exchanger, the temperature increases from 7¢ to
Ty and being compressed adiabatically. The gas being at its initial state, it goes to complete an

acoustic cycle,

Tc
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Figure 1.14: Thermodynamic cycle within the thermoacoustic engine core
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1.6.2 Thermoacoustic cooler thermodynamic cycle

The working gas parcels within the cooler stack’s boundaries undergo the following thermody-
namic cycle:

(a). Moving towards the hot side of the stack, the working fluid particles experiences a nearly
adiabatic compression. At this step of the thermodynamic cycle, the temperature increases
from T¢ to Ty as the time it takes for the gas to proceed and the volume slighly decreased,

(b). In the following step of cycle, the fluid particles are heated at the hot side of stack. At that
level, the gas particles absorbs heat and undergo an isothermal compression,

(c). The working gas particles expands from higher pressure nearby the hot exchanger drop-
ping as it moves toward the cold heat exchanger. The temperature of the gas parcel cools down

gradually from Ty to T¢. This step is proceeding adiabatically,
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(d). Reaching the cold exchanger twice, the gas particle goes one full acoustic cycle. The
gas arrives at the cold heat exchanger, the working fluid reject the heat to the cold reservoir

completing the cycle,
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Figure 1.15: Thermodynamic cycle within the thermoacoustic cooler core

1.7 Standing wave thermoacoustic engines

Standing wave thermoacoustic devices are specified by their often simple configuration. The
main components of a thermoacoustic device are a straight tube called resonator and a ther-
moacoustic core (TAC). The TAC is principally composed of a porous medium or a stack plate
placed between a hot exchanger and cold exchanger respectively at the west and east sides. The
produced acoustic waves are remained fixed in space. The amplitude of the acoustic oscillation
at every position of the engine does not change with time. More precisely, the acoustic pres-
sure of each particle is noticed to have varied values with the time, but at every position, the

maximum remains constant.

1.7.1 Resonator

The resonator tube is the equipment chargeable with the working fluid and contain the stack, the
hot and the cold heat exchangers. The length of the resonator is about quarter wave-length %
of the acoustic oscillation. The wave length A is the spacing between two successive positions

throughout the propagation of the acoustic wave where the pressure amplitude values are the
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same. One-half length thermoacoustic resonator is presented in Figure 1.16 (a). As showed in
Figure 1.16 (b), the quarter wavelength Hofler resonator is composed of a large diameter tube,

a small diameter tube and buffer volume at end in series.

.

Figure 1.16: Common shapes of the resonator tube

1.7.2 Thermoacoustic core

A standing wave thermoacoustic engine has a principal thermoacoustic element called core
(TAC). The TAC is composed of a hot exchanger, inner core and a cold exchanger. Generally,
the inner core is constructed of a solid material with permeable pores that allow the working gas
to experience a thermodynamic cycle when it is in contact with the solid walls. Previous studies
found out that maximum acoustic production is generated when the TAC is placed nearby the
pressure antinode. An imperfection of thermal contact between the working fluid and the stack
walls has the effect of providing the appropriate phase delay between the reversed heat transfer.
The inner thermoacoustic core is a porous medium defined generally as either a solid matrix
with many shaped channels or a collection of solid bodies. So, defined as a solid matrix contain-
ing interconnected pores, the TAC domain allows the propagation of the working fluid within
the system. The flowing fluid may therefore exchange mass and energy with the pores walls.
In effect, the performance of a thermoacoustic device depends strongly on the thermophysical

properties and geometry of the porous core.
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Ceramics Copper RVC
Density [Kg/m’] 2500 8960 49500
Thermal conductivity [W /mK| 1.46 386 0.05
Specific heat [J/kgK] 1000 383 1260

Table 1.1: Thermophysical properties of the porous material used as inner thermoacoustic core

Adeff et al. [28] confirmed that the employ of a random porous vitreous carbon RVC has the
same performance as an uniform stack geometry in thermoacoustic devices. Then, Garrett [29]
stated that the porous core must typically fill less than 10% of the overall thermoacoustic de-
vice volume. In effect, the TAC can be constructed by material with substantial surface area,
high porosity and low thermal conductivity [30]. Previous study focus experimentally on the
examination of the the acoustic sensitivity and level of noise by the use of different materials
such as Reticulated Vitreous Carbon (RVC), Nichrome and stainless steel grids. Furthermore,
using the computational fluid simulation, Jensen [31] predicted numerically the thermoacoustic
performance of porous core materials by quantifying their acoustic properties. Such simulation
proved the dependency of pore geometry and nonlinear effects by investigating the thermoa-

coustic propagation within various fibrous geometries with applied temperature gradient.

L”

Figure 1.17: Various geometries used as stack geometry: honeycombs, square tubes, pins
arrays, parallel plates and spiral shapes
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The common geometries of thermoacoustic stacks are honeycombs, square tubes, pins arrays,
parallel plates and spiral shapes as can be seen in Figure 1.17 [32]. The adequate geome-
try lead principally to achieve the demanded imperfect thermal contact required to obtain the

proper phasing between the acoustic wave and the heat transfer.
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The most used material for the construction of porous stack are ceramics, celcor, stainless
steel and aluminium. For standing wave generation, the inner core material required must have

feeble thermal conductivity and important specific heat capacity as illustrated in Table 1.1 [33].

1.7.3 Working fluid

The thermophysical features of gas such as the density, the thermal conductivity, Prandtl num-
ber and the specific heat capacity and their variation with temperature are the fundamental
parameters for the selection of the corresponding thermoacoustic working gas. Correspond-
ingly, the fluid properties affect strongly the operation of the device.

Basically, inert fluids with low Prandtl number and high ratio of specific heats are desirable to
work within thermoacoustic devices. In effect low Prandtl number gases promotes the thermoa-
coustic conversion. Such working gases are also suitable for their properties as the high thermal
conductivity that improves the intermolecular interaction with the porous medium walls of the
thermoacoustic core. In addition, such fluid properties serves in the minimization of the flow
thermo-viscous dissipation.

The performance of thermoacoustic devices can be optimized by the use of a mixtures of light
and heavy noble gases. Gases mixture becomes required further to their lower value of Prandtl
number compared to that for pure noble gases. The thermophysical properties of the usefull

working gases in such devices are given as follow [34]:

Argon Air Helium Neon
Density [Kg/m’] 1.623 1.223 0.163 0.821
Thermal conductivity [W /mK] 0.0177 0.0261 0.15 0.0491
Specific heat [J/kgK] 521.6 1005 5197 1029.9
Specific heat ratio 1.667 1.4 1.667 1.667

Table 1.2: Thermophysical properties of the working fluids within thermoacoustic devices
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1.8 conclusion

In the first part of this chapter a brief history about the discovery and the development of the
thermoacoustic field is outlined. Then, an overview about the the thermoacoustic theory is
provided. At the following parts, the applications and configurations of the diverses thermoa-
coustic devices are presented. Therefore, the fifth part gives a description of the appropriate
thermodynamic cycles experienced within the different thermodynamic conversion processes.
At the final part of this chapter, a special regard to the standing wave thermoacoustic cycle is

given. The common useful materials and structure has been detailed.
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Chapter 2

Lattice Boltzmann method



2.1 Introduction

The lattice Boltzmann method is an efficient technique for the resolution of real engineering
systems and handling complex geometries and phenomenon. This new approach comes instead
of traditional computational fluid techniques such as finite volumes, finite elements and finite
difference for solving the Navier-Stocks equations. The Lattice Boltzmann model is mainly
based on the dynamic statistics for the prediction of the fluid dynamic flow and heat transfer
problems on a mesoscopic scale. In the eighteen’s of the past decade, MC Namara and Zanetti
[1] introduced the lattice Boltzmann method to resolve the lattice gas automata for statistical
noise. The fluid is explicitly designed as fractious particles that stream and collide following
specific lattice directions. Besides, the lattice Boltzmann equation is judged linear since the
nonlinearity is integrated implicitly in the advection term.

In this chapter, the theory of gases at the mesoscopic scale known as the kinetic theory of gases
is described and the lattice Boltzmann method is introduced in the second part. The Bhatnagar-
Gross-Krook approximation is detailed at the third part. Then, the various arrangement of
lattices are presented followed by the discretization models of the equations of conservation.
Thereafter, the extended method for the simulation of porous medium and thermoacoustic field
are established respectively. Finally, the adequate boundary conditions to a standing wave

thermoacoustic engine are developed.

2.2 Kinetic theory

The lattice Boltzmann method is mainly based on the mesoscopic kinetic theory and being
used for the simulation of the macroscopic behaviour. Precisely, the kinetic model adress the
critical physics with the microscopic or mesoscopic processes where the averaged macroscopic
properties satisfy the macroscopic terms of the system of equations. A detailed description on
the microscopic scale is approximated via the mesoscopic kinetic theory to find the equations
of macroscopic fluid mechanics.

LBM is presented with particular regards to acoustic field specifications. For fluid mechan-

ics investigations the fluid flow is assumed to be the topic then the fluid is almost considered
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incompressible. Besides, that theory seems to be incompatible with the compressible phe-
nomenon of sound under a constant density. For acoustic systems handling, the fluid is almost
assumed to be at rest or nearly so. Actual methodology works by tracking the movement and

the inetrmolecular interaction of particle distributions inside the computational system.

2.3 Lattice Boltzmann equation

The kinetic theory indicates that the evolution of particles interaction are described by the
Boltzmann equation. That equation is a partial differential equation that governs the transport
phenomenon and describes the evolution of the distribution function f(x,c,z). The quantity
f(x,c,t) statistically represents the mass density at position x contributed by all particles at
the moment time ¢ located between positions x and x + dx having velocities respectively ¢ and
¢+ dc after certain time dr.

An external force F' acts on a particle mass m will change location from x position to x + cdt
and the velocity of the molecule from c to ¢+ %dl. Therefore, if molecule number does not

change by the effect of the external force F' and the molecules does not collide:
F
f(x+cdt,c+ —dt,t +dt)dxdt — f(x,c,t)dxdt =0 (2.1
m

Otherwise, if the collision occurs between the molecules it results a net rate of variation of
the distribution function f in the interval dt. Hence, the difference between between final and
initial situations of the distribution function is known as the collision operator €. The equation

for evolution of the distribution function is therefore expressed as:
f(x+cdt,c+ Fdt,t+dt)dxdt — f(x,c,t)dxdt = Q(f)dxdcdt (2.2)

The aforementioned expression can further be simplified by dividing dtdxdc and by tending dt

towards zero as:
f(x+cdt,c+ Fdt,t +dt) — f(x,c,1)
dt

=Q(f) (2.3)
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Or it can be simply written as:
af

Q(f)—g

(2.4)

The mentioned equation states that the collision rate is equal to the total rate of difference of

the number of molecules between ¢ and ¢ + dt where it is expanded as:

d d
df = a—j:dx—i— a—]ccdc + %dl (2.5)

Substituting (2.4) and (2.5):

_afdx dfde o

U= Gxd T acar o dr (26
The equation is therefore expressed as,
d d d
Q(f):a—i:c-l-a—]:a-l-a—]: 2.7)

where a = % is the acceleration and may be expressed following the second law of Newton as

F

a = 1. without the existence of external force (2.7) is written as:

Uy evr=a) (2.8)

From the above equations, the macroscopic quantities such as the fluid density p, the velocity

vector u and internal energy e are therefore expressed as follow:

p(x,t):/f(x,c,t)dc (2.9)
p(x,)u(x,t) = /mcf(x,c,t)dc (2.10)
p(x,1)e(x,1) = % [te=aprtxenar @11

The equations (2.9), (2.10) and (2.11) design respectively the equation of mass, momentum and

energy conservation.
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2.4 Bhatnagar-Gross-Krook approximation

The resolution of the Boltzmann equation seems difficult due to the complexity of the collision
term. In 1954, Bhatnagar, Gross and Krook introduced the BGK approximation [2] to simplify
the complications related to the resolution of the collision operator. The solution is based on
adapting a simple collision operator in conformity with a single relaxation time (SRT). That
assumption serving to obtain a negligible margin of error to the outcome. It becomes the most

utilized operator due to its advanced computational efficiency:

Q=11 (f9—f=w(f9—f) (2.12)

T design the relaxation time between two successive collisions, @ is the corresponding colli-
sion frequency. f¢? represents the local equilibrium distribution function called also Maxwell-
Boltzmann distribution function.

Therefore, the equation describing the evolution of the distribution function under BGK ap-

proximation in term of pace, speed and time (2.7) can be expressed as:

Y=l p) @13)

Hence, the above equation 2.13 becomes valid and applicable following each lattice direction i
as:
dfi

— Tevli=T (=) (2.14)

The spatial and temporal discretization of the above equation gives the so called BGK equation
as:

filx+ it t+ A1) — fi(x,t) = AT (£ (x, 1) — filx,1)) (2.15)

This equation can be simply applied for many physic systems and applications by simply spec-

ifying the equilibrium distribution function.
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Two main steps are involved for the resolution of the above equation the method:

>»< -

(a) (b)

Figure 2.1:  (a) collision step  (b) streaming step

* Collision step: The left side of the discrete evolution equation reveals the collision
step(Figure 2.1. (a)). At the same node, the momentum exchange tackes place by the

local collision of the particles with each other. It can be mathematically expressed as:

fi(x+cilt,t+At) = fi(x,1)(1 — ®) + o f(x,1) (2.16)

* Streaming step: The right side of the discrete evolution equation reveals the stream-
ing step(Figure 2.1. (b)).The particles are transported to the nearest neighbours along

particular velocity direction without changing the distributions. It is stated as:

filx+ciAt,t +At) = fi(x,t + Ar) (2.17)

2.5 Lattice arrangements

In lattice Boltzmann method, the domain needs to be discretized into equidistant segments by
a finite number of nodes. Each node is considered as a particle where distribution functions
are applied. The discretized velocity in Boltzmann equation is considered continuous in phys-
ical space and time. A specified lattice Boltzmann configuration is executed depending on the
dimension of the problem and the number of speed directions. Accordingly, at the standard
terminology, the lattice Boltzmann schemes are denoted as D,,Q,,. n is the space dimension

(Unidimensional, bidimensional or threedimensional) and m is the number of microscopic ve-
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locities directions. These discretizations are linked together which leads the lattice Boltzmann
equation to have simple two steps in spatial and temporal evolution consisting of collision and

streaming as mentioned respectively in (2.16) and (2.17).

2.5.1 Unidimensional model

The most used unidimensional configuration are respectively:

* D1Qs3
D1 Q3 is the most popular unidimensional model. The particle lying at the central node
(0) is at rest. Three vectors, corresponding to three distribution functions, are presented
as in Figure 2.2. For Ax= Ar=1, the discrete velocities and the corresponding weighing

factors are:

d = (0,0) =g
& =(1,0) o1=¢
& =(-1,0) =g

Table 2.1: Unidimensional arrangement D Q3 parameters

04 '
2 1

oS

Figure 2.2: Configuration of unidimensional D{ Q3

* D105
five vectors, corresponding to five distribution functions, are presented as in Figure 2.3.
The particle at the central node is at rest with nil velocity. The velocity vectorsare defied
as in Table 2.2 For Ax= At=1, the discrete velocities and the corresponding weighing

factors are:
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% =(0,0) =13
¢ =(1,0) o1=15
¢ =(-1,0) 0=1;
&3 = (2,0) O1=1;
¢4 = (-2,0) =13

Table 2.2: Unidimensional arrangement D Qs parameters

IS
ro@
.
Rt

(=

Figure 2.3: Configuration of unidimensional arrangement D Qs

2.5.2 Bidimensional model

As minimum Five vectors, corresponding to five distribution functions, are presented as in
Figure 2.4 (a). The most popular is the D,Q9 arrangement. For D,(Qg arrangement and Ax=

Ar=1, the discrete velocities and the corresponding weighing factors are:

do = (0,0) Wo=5
¢ =(1,0) o=
& =(0,1) =5
& =(-1,0) 3=
& = (0-1) 4=
ds = (1,1) 05=35
dg = (-1,1) W6=3¢
¢7=(-1,-1) =3
&g =(1,-1) W=7

Table 2.3: Bidimensional arrangement D, Qg parameters
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% A

Cy
b 4
4

(a) (b)

Figure 2.4:  (a) D204 (b) D209

2.5.3 Tree dimensional model

The D3Q;5 arrangement is showed as in Figure 2.5. For Ax= Ar=1, the discrete velocities and

the corresponding weighing factors are given in Table 2.4.

11 8

12

13 10

Figure 2.5: Three-dimensional configuration arrangement D3Q5
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co = (0,0,0) =73
& =(1,0,0) 0=
& =(0,1,0) ==
& = (-1,0,0) 3=
¢1 = (0,-1,0) 0=
¢s =(0,0,1) ws=2
s = (0,0,-1) W=
& =(1,1,1) =
ds = (1,1,-1) W=7,
do = (1,-1,1) Wy=7;
¢io = (1,-1,-1) W10=75
dn=(-1,1,-1) O11=75
o= (-1,1,1) ®12=75
3= (-1,-1,1) ®13=7;
c14= (-1,-1,-1) O14=7;

Table 2.4: Threedimensional arrangement D3 Q15 parameters

2.6 Equilibrium distribution function

f¢4 denotes the local equilibrium distribution function extracted from the distribution function
of Maxwell Boltzmann:

—m(¢—ii(x,1))?

feq(x7t):p(x7t>( 2kgT

kg ) (2.18)

p , i and T indicates respectively the macroscopic density, velocity and température. D is the
space dimension and kp is the Boltzmann constant. The seed of sound ¢, is therefore defined
as:

Cy = —— (2.19)

34



with the assumption of low-Mach number

e p(xat) _(C_M)Z m D _m<6_ﬁ<x7t))2
i) = GG (D Yerp (ST 220

using the third order in the Taylor series expansion, the Maxwell distribution function is rewrit-

ten as:
(cu)®>  u?
2¢% 22

794(x,1) = ap (x,1)[1 + Cc—z” + ] (2.21)

\)

% —(c—u)?

where the weighing factor is @; = (3;7-7)?exp(—5z ) and the velocity along the lattice

direction is c;.

2.7 Extended lattice Boltzmann method for porous medium simulation

The lattice Boltzmann method is capable for the simulation of the flow within complex geome-
tries and deals with diverse boundary conditions. The so-called Darcy-Brinkman-Forchheimer
model [3] is adopted for the investigation of fluid flow and heat transfer within a porous struc-
ture at larger for a larger scale than the molecular dynamics. The presence of porous medium
is indicated by including the porosity <&> into the equilibrium distribution function. Further-
more, additional force term are provided to the evolution equation accounting for for the linear

and nonlinear drag forces.

Dynamic field

The fluid flow within a porous medium is confronted with different kind of forces as buoyancy
and forces caused by the interaction of fluid particles and the porous matrix walls. Then, the

evolution of the Boltzmann equation under BGK approximation is written as:
filx et +Ar) — fi(x,t) = =AMty [filx,t) — £ (x,1)] + AL, (2.22)

The equilibrium distribution function f;? is given by:

(Ciﬁ)z ui

2ect  2ec?

cili
ﬁe"zpwi[1+c’—2+

N

(2.23)
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cs 1s the discrete microscopic speed of sound equal to % in D,Qg9 LBM structure. ; is the

weigh coefficient of each lattice.
F; is the total body force exercised on the fluid flow. It takes the following form:

(ci—u)?

Fi=F
ei RTref

e, (2.24)
F design the dimensionless form of the total body force expressed as [4-6]:

1 I
F=— 2.2

The first term identify the ”Darcy term” which account to the drop of pressure through the

porous core and the second term is the Forchheimer drags expressing the nonlinear effect oc-
curred within the porous material.
G is the buoyancy force:

G = Pr.Ra.(0 — By.) (2.26)

where Ra and Pr indicates respectively Rayleigh and Prandtl numbers.

The macroscopic density is obtained as:

px,t) =) fi(x.1) 2.27)

Then, the discrete velocity is calculated using the following formula:

p(x7t)u(x7t) :ZCiﬁ(X,t)‘I‘p(X,l)AtFei (228)
The pressure at a node x should be defined as:

px,t) = cip(x,1) (2.29)
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Thermal field

The thermal LBM in models the flow in porous media having complex structure networks is

writing as [7]:

gi(x+cit,t + At) — gi(x,t) = TL) [gi(x,1) — g7 (x,1)] + At (2.30)

sm

where the equilibrium distribution function is defined as:

g9 (x,1) = 0 (x,1) i1 + CC—ZM 2.31)

cu  (cu)> u?

Uy 1) = 14 S8 e 232
g (x,t) = 0(x,t)wi[1 + 2 + >t 2c2] (2.32)

T,m determine the nature of heat exchange between the fluid particles and the porous solid walls
defined as [8—10]:
Tsm = 3Pr(T, —0.5)C+0.5 (2.33)

where C and Prandt number Pr are respectively expressed:

=%  p._Hopr (2.34)

ks
and Ry=¢+(l—¢)—
(pCp)y ky

(2.35)

The viscous heat dissipation is expressed as:

sm— 0.5 ~
)] (236)

ciu

7 (

~l':(xl)l'l
= all+2

Therefore, the dimensionless temperature can be calculated using the following equation:

0(x,1) =Y gi(x,1) (2.37)
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2.8 Lattice Boltzmann method applied to computational thermoacoustics

The ability of lattice Boltzmann method (LBM) for the simulation of thermoacoustic prob-
lems has been well confirmed by Wang [11-13] and Shan [14]. Previous studies proves the
quantitative agreement of LBM results with the experimental data and the other conventional
numerical methods. Those efforts demonstrates the performance of such numerical method
progress in the comprehension of the thermoacoustic conversion fundamentals. Besides, Rafat
et al. [15] simulated the acoustic streaming within standing wave tubes using a scheme based
on LBM. Results found show good correspondence to the acoustic linear theory. Therefore,
Kam et al. [16] demonstrates the feasibility the Boltzmann method for the simulation of ther-
moacoustic waves within a two dimensional enclosures.

The Boltzmann equation is mainly resolved considering the variation of density with tempera-
ture (Boussinesq approximation). For the simulation of thermoacoustic systems, the fluid flow
is assumed to be laminar and weakly compressible (low Mach number Ma < 0.3) and can be

invoked as the nearly incompressible limit.

2.9 Boundary condition

Based on Navier-Stockes equations, the determination of the distribution functions to resolve
the desired macroscopic conditions can be found by several ways. In lattice Boltzmann method,
the inward distribution functions must be determined at the boundaries. By that way, the imple-
mentation of the boundary conditions in complex geometries is further simple without affecting
the numerical stability or accuracy. Actually, the appropriate boundary conditions applied for

modeling the adequate physical boundaries are further explained.

Dynamic boundary conditions

* Open boundary: sometimes the velocity at a boundary is unknown. In that case, the

usual solution concerns the unknown distribution function extrapolation. For unknown
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velocity at the outlet boundary, it can be written as:

f1=2fijn1—fijmo
f5=2fsin1—fsjm2 (2.38)
B=2f8/m1—f3/n2

Sometimes, the above condition results unstable solutions. So, adopting first order ex-

trapolation boundary condition can lead to higher stability than the second order scheme.

The following equation can therefore be used to reduce the instability:

=/l
fs =151 (2.39)
f8=18/n-1

* Bounce-Back: Principally used in case of nonslip condition, solid stationary or for mod-
eling flow-over obstacles. This condition can be simply applied and it implies that an
incoming particle towards the solid boundary bounces back into flow domain. The wall
is situated at a half the distance from the lattice sites so some distribution functions are ob-
tained from the streaming process. Thus, the implementation of the boundary condition
comes after identifying streamlines. At the outlet boundary, this condition is expressed

as:

fi=fma
fs=I5/n-1 (2.40)
Jf8=18/n-1

It can be noted that the bounce back condition guarantees the conservation of mass and
momentum quantities at the walls. Otherwise, a practicable arrangement exist when the

subjected region extend within the solid boundary.
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* Reflective wall: The specular reflective bounce-back condition implies that an incoming
particle towards the solid boundary is reflected or partially reflected into flow domain.

For a specified boundary it can be written as [17]:

fe=rfie +(1=n)f (2.41)

noting that £* is the mirror lattice and the k™ is the opposite one. r design the reflection
coefficient describing the reflection of bounce-back at the wall while (1 — r) describes
the slip coefficient. The reflection coefficient r corresponds to pure specular refection

when it is nil while pure bounce-back reflection is described when r =1 [18].

e Symmetric condition: Lot of problems exhibit symmetry condition in relation to a spe-
cific axis or plane. This condition lead to simplify the problem resolution, it is enough
to resolve the problem for just a side of the system. In other world, the problem resolu-
tion is carried only for one portion of the domain where symmetry boundary condition
is applied at the axis of symmetry. The distribution functions at the untreated boundary
are unknown. The way to construct these functions is to set them equal to their mirror
images as: f; = fi*. For the problem of two dimensional channel, the flow at the top
part the symmetry axis is the mirror image of the flow at bottom part so the condition is

written as:

=R HL=fh fo=1f (2.42)

6

.5
Fluid zone 3+ - ~_+ 1 Fluid zone

*“ B

=

Figure 2.6: Illustrative drawing of basic lattices used for fluid-solid interface treatment
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* Fluid-solid interface treatment: Non-slip boundary condition is imposed at the fluid

solid interface to ensure fluid flow continuity and is written as [19]:

Jiss=Tisy (2.43)

Where i denote the appropriate lattice index as illustrated in Figure 2.6 and s and f indi-

cates respectively the solid and the fluid phases.

Thermal boundary conditions

* Isothermal walls : When the wall is set at constant or the temperature of the inlet flow
to the domain is constant, the Dirichlet boundary condition is the suitable condition to
apply. For example, if the upper and lower boundaries are isothermal at 6 = 6,,, the

condition is written resoactively as [20]:

84="0,(wa+w2)—g
g7 = QW(W7 +W5) — 85 (2.44)

g8 = 0y (wsg +wg) — &6

and

82 ="0,(wa+ws)—g4
g5 = GW(WS —I—W7) — g7 (245)

86 = 0y(ws+wg) — g3

* Boundary with unknown temperature : The arriving unknown distribution functions
are assumed to be at the equilibrium state with an unknown temperature called 6. It
is determined as the desirable incoming temperature profile can be set. So following the
D’Orazio’s approach [21] that agrees with the second-order treatment of fluid flow at a
boundary. Precisely, the arriving unknown populations are assumed to be at equilibrium

state and temperature 6),.
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The unknown temperature at the outlet is formulated as [22]:

g3=$9mﬂf—%w

86=30(1~ 3(u—v)) (2:40)

C

g7 =301 = S(u+v))

0¢9 is calculated by:
1+ C%u

s

0 = (2.47)

6, is the sum of the known distribution functions coming from the adjacent internal wall
nodes calculated as:

0, =8g0+8 +83+84++85+gs (2.48)

Then the unknown distributions g; at the outlet boundary are calculated by:
gi = 0,0 (2.49)

The fluid domain is set initially isotherm at 6,,7 = 6.

* Fluid-solid thermal boundary condition: The heat transfer continuity at the porous

medium limits is numerically ensured as follow for D2Q9 model:

gi/xo =&

/%o
4 1 4 1 (2.50)

8ijey = 380~ 380pione ~ K181 T 3ksgi |~ 38

/xo—2Ax

The subscript i~ denotes the opposite lattice index. x, is the positions of fluid-solid

interfaces.

2.10 Lattice Boltzmann method Algorithm

The resolution of the Boltzmann equation is based on the streaming and collision processes.

The numerical solution is then realized by an algorithm consisting of the streaming and colli-
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sion steps with the application of the adequate boundary conditions.

-

-

Figure 2.7: Organizational structure of lattice Boltzmann method (LBM) algorithm

2.11

In this chapter, the theory of gases and the lattice Boltzmann method are firstly introduced.
Then, agreeing with the BGK approximation, the extended lattice Boltzmann method for the
simulation of porous medium and thermoacoustic devices is established. The D,(Q9 model is

adopted to investigate our standing wave thermoacoustic system. The boundary conditions at

conclusion
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the different walls of the system are developed.
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Chapter 3

Optimization of a standing wave
thermoacoustic engine performance
by entropy generation minimization



3.1 Introduction

Thermoacoustic technology has promoted several applications in renewable energy [1, 2] and
in the reduction of global warming emissions [3]. Furthermore, it is considered as a promis-
ing application in low-grade heat recovery [2,4]. As prime mover, thermoacoustic engines are
employed in a large variety of applications such energy regeneration and for microcircuit tech-
nology [5]. In effect, those sorts of devices have outstanding features which make them very
reliable [6] and ensures long life functioning. Low maintenance is required owing to the sim-
ple structure and the lack of moving pieces. Although, the principal components are a straight
resonator and a core; the core is composed of a stack sandwiched between cold and hot heat
exchangers. Flowing across the stack, the heat absorbed from the hot exchanger is partly con-
verted into acoustic work [7-9].

Much of works [10, 11] states that the thermal to acoustic conversion is governed by several
irreversible processes such as nonlinear heat transfer, acoustic streaming and viscous friction.
The irreversible process within the device reduce its performance. Indeed, the thermodynamic
quality of thermoacoustic engines is evaluated by analyzing the influence of those irreversibil-
ities on the engine performance. Actually, the thermodynamic interaction of the acoustic os-
cillations within the stack, subject to a temperature gradient, provide significant viscous losses
and heat instabilities. The heat exchange process between the working gas and the stack walls
occurs irreversibility which limit its efficiency [12, 13]. In fact, heat transfer irreversibility
and fluid frictions are the main cause of entropy generation and energy dissipation through the
thermoacoustic core [14, 15]. Correspondingly, Chen et al. [11] found that the oscillating flow
in a thermoacoustic engine is dominate by the diffusive vorticity at the stack ends where the
majority of momentum is dissipated irreversibly. Moreover, Tsimpoukis et al. [16] stated that
the nonlinear effect become more significant by the increase of the power of external forces on
the flow.

Few attentions [17, 18] are given to the investigation of entropy generation accompanying the
thermoacoustic conversion process inside a standing-wave thermoacoustic engine. While fewer
efforts has been made for the minimization of those undesirable effects. To cite few, Kuzuu et
al. [19] has numerically investigated the nonlinear flow behavior effect on the heat transfer
through stacked plates thermoacoustic core. Results found denotes that nonlinearities are ob-

served not just at the stack entries but also at the region where a high temperature gradient exist.
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Accordingly, Migliorino et al. [20] identified the regions where major nonlinearities are local-
ized in a standing-wave thermoacoustic device. They found that the main source of dissipation
is the vortex shedding at the stack limits where appear the highest temperature gradient. The
effect of viscous dissipation and heat heat transfer on the thermoacoustic efficiency has been
investigated by Yanagimoto et al. [21]. In fact, they found that the sustained mean temperature
gradient in the flow direction improve the conversion process as it amplifies the acoustic waves.
Otherwise, Chen et al. [22] analyzed both theoretically and experimentally the effect of a one-
dimensional SWTAE entries boundary conditions in term of onset temperature and frequency
on the dynamic istabilities. They stated that thermoacoustic instabilities are observed when the
temperature gradient around the core reaches the onset temperature. Moreover, energy losses
inside the hot buffer and the resonator are stronger as the onset temperature increase. Accord-
ing to the same study, if the viscous and thermal dissipation provides important instabilities at
the stack region the engine will be forced to work at the onset frequency.

The concept of entropy generation minimization in real thermal devices has been well discussed
by Bejan et al. [23]. Their analyses was based on the importance of temperature gradient on
the nonlinear heat transfer minimization. Further, Pan et al. [24] found that as the tempera-
ture difference between the stack limits becomes higher as the energy dissipated in term of
entropy generation is important. As a solution, Ishikawa et al. [18] established the optimum
surface area of heat exchangers in term of dimensionless geometrical parameters serving in
the minimization of thermodynamic instabilities by the reduction of viscous dissipation and
thermoacoustic losses. In another study, Ishikawa et al. [15] demonstrated that an increasing
of stack plate spacing enhances the longitudinal temperature gradient and then generate more
entropy. Therefore, based on the second law of thermodynamics, fundamental approaches
are given to carefully determine the space distance between the stacked plates for minimum
instabilities. Likewise, Shokouhmand et al. [25] investigated the optimum porosity serving to
minimum entropy generation and thermodynamic imperfection in a channel partially filled with
a porous matrix subject to a uniform heat flux. According to the above literature, the effect of
stack material properties on heat transfer and entropy generation along a standing-wave engine
has not yet been investigated completely then it needs to be more understanding. In effect, the
thermo-viscous interaction at the engine core depend strongly on the thermophysical properties

of the constructive material.
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In this paper, a parametric study is carried out to minimize the nonlinear behavior and in-
stabilities in order to optimize the engine efficiency. In the second section of this paper, a
numerical description and mathematical formulation of the system is detailed. Then in the
third section, the acoustic work production and entropy generation by a simple standing wave
thermoacoustic engine are defined. The fourth section establish the method of lattice Boltz-
mann adopted for the resolution of the system with implementing the corresponding boundary
conditions. Subsequently, a mesh grid independence test is drawn at the fifth section followed
up by the code validation. In the next section, results and founds obtained by our in-house
developed numerical code are provided. Particular attentions are given for the investigation of
the friction factor f and Nusselt number Nu at the thermoacoustic porous core indicating the
dependency of thermodynamic interaction between the flowing fluid parcels at the solid walls
and the dimensionless geometrical parameters. Therefore, the influence of thermal and viscous
features of stack material on the energy dissipation and thermal losses is evaluated. Finally, the
entropy generation of the SWTAE is investigated by analyzing the heat leakage and dynamic

instabilities through the standing-wave core and at the resonator walls.

3.2 Problem description

3.2.1 Physical model

.-

(5) (8) b
m‘&\

S

— o —

R

(b)

Figure 3.1: (a) Schematic drawing of the standing-wave thermoacoustic engine (b) The
simulation domain
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The standing-wave thermoacoustic engine (SWTAE) are considered very reliable and are
long life devices further to the low requirement of maintenance and the lack of moving pieces.
They consist of a thermal buffer, thermoacoustic core (TAC) and a resonator as shown in the
Figure 3.1 (& Table 3.1). The TAC is composed of a porous medium (inner core) sandwiched
between a hot and cold heat exchangers. Flowing from the hot side of the core, the heat ab-
sorbed from the hot exchanger is partly converted into acoustic work; it spontaneously oscil-
lates until it falls to the cold side. The resulting acoustic waves can be therefore converted into

electrical energy by means of electric generator such as alternator.

Component number Description

(1) Hot buffer

2) Hot exchanger
3) Inner-porous core
4 Cold exchanger
5 Resonator tube
(6) Piston system

Table 3.1: Components of the standing wave thermoacoustic engine

Actual SWTAE (Figure 3.1. (b)) is made of a semi-closed thermoacoustic resonator of length
L (= 1 meter) where the right end is open to a piston system. The hot exchanger (2), of length
(X5 — X ), is situated at the left side of the TAC and is made of stainless steel with 50% poros-
ity. The inner thermoacoustic core located at Xg from the left closed end is of (X¢ — Xs) length
and constructed of a saturated, homogeneous and isotropic porous medium. The permeability
and the degree of flow blockage inside the inner porous core is controlled by the porosity €
which ranges under (&€ < 0.6) for better heat transfer stability [26]. At the right side of the TAC

(Xc) is placed a cold exchanger made of a Copper material with 50% porosity.

3.2.2 Mathematical formulation

The thermoacoustic engine is computed as a two-dimensional channel filled in part with a
porous medium. The high speed of sound agree to low Mach number (M, < 0.3). In that

case, the velocity varies slightly, so that the fluid is considered weak compressible. The natural

50



convective heat transfer caused by the temperature gradient around the TAC is neglected due to
the fin width of the domain. The effect of viscosity is considered in this study while the effect
of gravity is neglected due to the fin width of the domain. The flow is assumed to be laminar.
The governing equations [27] are stated in the two-dimensional Cartesian coordinate (Figure

3.1 (b)).

Continuity equation

The microscopic governing conservation of mass equation in two-dimensional Cartesian coor-
dinates is expressed as:

vV.U=0 (3.1

where U (Uey+Ve,) is the velocity vector of the fluid circulating through the system.

Momentum equation

Through the resonator, the momentum conservation equation is written as follow:

ov . C) , P
— +(UV). ((— +(1— @))U) =-V ((@8-|— (1-9)) —)
ot £ Pr
— Vf Fg — —
+uy ViU — O¢ <—+— U )U 3.2
by R R0 62
® is a binary number defining the existence of the porous medium. It is equal to 1 at the porous
area and nil away. € is the porosity of the engine core. ps, P, liy and vy design respectively
the fluid density, the pressure the dynamic and kinematic viscosities of the working fluid. The
second term at the right side is the Brinkman term to depict viscous effects. The third term
at the right side of the momentum expression is called the Darcy-Forchheimer term where the
first part (%U ) account to the pressure drop into the system and the second term (5—% 1|00
is the Forchheimer drags caused by the nonlinear effect of the porous medium.
K and F; are the permeability of the porous core and the geometrical function expressed as:
e3d? 1.75

Fe = (3.3)

K=—°-""
150(1 —¢)? £ V15063

d design the spherical pores mean diameter.
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Energy equation
The dominating phenomena occurring between the engine limits are the heat conduction and
heat convection appeared in the energy conservation equation as follow:

oT ., V2T

(1-0)(Cp)y+8(Cy)) G + (Gl (V)T = (1~ Ok +0k) = =+

_, U av aU dV .,
®¢ OO +ve (2((52)*+ (55)8) + (55 + 5 3.4
(+ TR0 101+ v, (205 + G2+ G+ 55 G
T is the temperature of the fluid and the subscripts e,s, f design respectively the effective,
the solid and the fluid properties. The last term at the right side exhibit the effect of viscous
dissipation.

The effective specific heat and thermal conductivity are calculated as follow:
(PCp)e = €(pCp)r+ (1 —€)(PCp)s and ke = ks~ (1 — €)kg (3.5)

3.2.3 Initial and boundary conditions

The working gas is air initially set under standard atmosphere P, = P, and ambient temper-
ature T, = T,,,5. The density of the gas is pp = 1.184 Kg/m> and the dynamic viscosity is
= 1.849 1075 Pa.s while Prandt is set equal to 0.71.

Ambient temperature (7,, = T,,;,) and non-slip boundary condition (U =V = 0) are
applied at the external west, upper and bottom boundaries (X =0and 0 <Y < H; 0 <
Y=0
X < Land ;
Y=H

The outlet end of the engine (X = Land 0 <Y < H) is open to a power piston (U /dX =
0; dV /dX = 0) as can be seen in Figure 1. (a);

The hot exchanger (Xg < X < Xgand 0 <Y < H) is set at temperature T = Ty;

The cold exchanger (X¢ < X < Xg and 0 <Y < H) is set at temperature T = T;

The flow continuity at the solid- fluid interfaces (X = Xy and X = Xg; 0 <Y < H) is
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ensured via the non-slip condition:
UX,t),=U(X,t); and é < dU/dX|, =< dU/oX|; (3.6)
The heat flux continuity is expressed as:
T(X,t),=T(X,t); and k,<JT/dX|,=ks<IT/IX|s (3.7)
3.3 Dimensionless problematic

The spatio-temporal domain under consideration is numerically discretized as:

Y .U
— =
H H

y= (3-8)

where L, H represent the real length and width of the geometry; X and Y are the coordinates

2’;0, Do is the fluid

in x-, y-,directions, respectively. Uy is the reference velocity (Ur = B

density at t = 0s. ).

U 1% P g I-Tc
V= P= "> =
Uref Uref prrzef Ty —1c

u= 3.9)
For the non-dimensionalization of the above equations (1),(2),(4) the following dimensionless
parameters are introduced:
2
UrefH Uref K ks (pCP)S
Re=—"— E.=——— Da=—— Rxk=¢e+(1—¢)— d Rxk=¢e+(l—¢&)———
¢ Vf ¢ CpAT a4 eH? K +< )kf an K +( ) prp
(3.10)

Subsequently, the governing equations at dimensionless form are written as:

V.i=0 (3.11)
aﬁ = @ = . 1 2 Fg = R
=5 iV, ((E-l—(l—@))u) = V(@€ +(1-0))p) + Vi~ Oe ReDaJ’\/ﬁ””” i

(3.12)
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140(1—2) (Re— 1122 1 (@9).(8) = (1 +0(1 — £)(Rx — 1)) V28

or
1 el du av du dv

a2, Ee 5 ) )
repa T DI + 2o (G + G + (55 + 3071 313

+ OF,(

The boundary conditions corresponding to the above equations are:

* u=0;v=0and 6 = 6,, forx=0and 0 <y < 1;

y=0
e u=0;v=0and 6 =6, at 0 <x <1 and ;

y=1
¢« 2 —0; 2 =0atx=1and0<y< I;
dx > dx Y ’

. g_;:o;v:0and9:BHatxZXSand0<y<1?

. 3_';:0;v:0and9:9Catx=xFand0<y<1;

X=Xy
* u(x,t);, =u(x,t),, and %/f = é%/p at0 <y<1and ;
X=Xc
5 5 X=Xy
— 6 _ 6 .
*6,=06, and kfﬁ/f = keﬁ/,,’ at0 <y < 1and
X=Xc

3.4 Acoustic work and entropy generation

The time-averaged acoustic power generated ahead the cold end of the TAC is calculated by
[28]:
1
W= ES\P\ |U|cos(9) (Watt) (3.14)

where S design the cross-sectional area of the resonator tube. The phase difference ¢ between
the pressure and velocity oscillations along the wave propagation direction. ¢ is close to 90 for

standing-wave devices at the center of the porous core [29] as illustrated in the Figure 3.2.
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Figure 3.2: Phase variation of velocity and pressure at the TAC mid-section

The entropy generation in two-dimensional flow is expressed as follow [14,15]:

Ny=HTI+FFI (3.15)

Where
FFl is the fluid friction irreversibility; caused essentially by the viscous effect inside the channel

and at the wall layers, written as follow:

L, (3.16)

moy

FFI =

Tinoy 1s the dimensionless average temperature and & is dimensionless viscous dissipation. HTI
represent the amount of heat transfered irreversibility by the existence of temperature gradient

and is expressed as:

Rk 2
HTI == TTVTmOy

moy

(3.17)

The rate of irreversible heat transfer to the total entropy generation is called Bejan number

defined as:

HTI
Be =
Nj

(3.18)

To more understand the heat transfer activity through the engine core, an analysis of the heat
transfer rate between the porous medium and the engine walls is examined in term of the

nondimensional parameter Nusselt number.
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The local Nusselt number along the TAC walls is calculated as [30]:

Y, oT
Nu = S el (3.19)
(Tw —T," dY JY=vo
Then the average Nusselt number Nu,, is obtained by :
1 H 9T
Nug, = dY (3.20)

T —Tpy Jo a_X/Y:Yo
3.5 Lattice Boltzmann method

The Lattice Boltzmann Method (LBM) is an efficiently way, compared to that of the tradi-
tional continuum Navier-Stokes method, in predicting flow and heat transfer characteristics in
thermoacoustic devices. In fact, this method has been affirmed as an efficient method for the
simulation of heat transfer and entropy generation in the porous medium. In the present study,
a simple relaxation time Bhatnagar-Gross-Krook (BGK) scheme is adopted. Two-dimensional
and nine directional speed square lattice model is designated for both thermal and flow field

resolution. The lattice vectors arrangement for D2Q9 model are presented as in the Figure 3.3.

6 2 5
g (&) (,5

3 R 1

C o

3 0
Cy4 A

(& 0

7 4 8

Figure 3.3: Lattice arrangement for two dimensional and nine directions problem

3.5.1 LBM equation for the velocity field
For the coupled thermal LBM model, the velocity evaluation equation is extracted from the

mass and momentum conservation equations it is written as [31]:

filx+ciAt,t +At) — fi(x,t) =

i) — 90 0)] + A Ga1)

56



T,» 18 the momentum dimensionless relaxation time:

At

£ is the equilibrium density distribution function, it takes the following form:

= =2 )
4 _ a1+ S8 (citl) - . 3.23
i =poll+ 5+ e 1—e)d 20t (1—_0)d (3-23)
cs 1s the discrete microscopic speed of a single particle equal to \%
F,; is the total body force written as:
2 fed
Fp—p G (3.24)
RTref

F(=¢ (ﬁ + \/F—g—a||ﬁ| |) i) is the total body force within the porous structure. The values at
each lattice are respectively,co(0,0), ¢1(1,0),c2(0,1), c3(—1,0), c4(0,—1), c5(1,1), cg(—1,1),
C7(—1, —1) and Cg(l, —1).

Then, the discrete density, velocity and pressure are calculated as:
N At 2
p(x,t) =Y filx,r) , plx,tyulx,r)=Y cifi(x,1)+ SPFi  plt)=cplr) (3.25)
i i

3.5.2 LBM equation for the heat field

The evolution of the heat field is simulate using the following equation [32]:

S
(1-0)7,+ OTyy,

gi(x+ciAt,t + At) — gi(x,t) = — gi(x,1) — gfq(x,t)] + Atd (3.26)

T, and T, are the non-dimensional thermal relaxation time determining the nature of heat
exchange between the gas particles and the solid surfaces respectively within the resonator and

the porous core:

At —-0.5
TSZS—OC"‘O-S Tsm:3PrRkM

L o +05 (3.27)
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Pr, o are Prandt number and the thermal diffusivity coefficient.

¢ is the viscous dissipation term written as:
Ton — 0.5 cju 1 eF; E. ) du dv du dv

) c<m+ﬁlu|)u2+ﬁ[ ((E)z-l'(d_y)z)—’_(d_y-l'a)z]
(3.28)

= w;(1
¢ l( * Tsm C%

The discrete internal energy equilibrium distribution function gfq takes the following form:

g (x.1) = O(x. e[l + 5 (3.29)
®; is the weigh coefficient of each lattice given by:
(
$ i=0
©=y1 i=1234
+ i=5,6,7,8

The discrete temperature can be calculate using the following equation:

0(x,t) = Z gi(x,1) (3.30)

3.5.3 LBM Boundary conditions

The actual standing wave thermoacoustic engine is typically made of a resonator and a porous

core inserted between hot and cold exchangers.

* Dynamic boundary condition
Bounce-back boundary condition is applied at the external boundaries of the resonator:
Ni=f fs=f1 fs=Jfeforx=0and0<y<1
fa=fa fs=f1 fe=fsfory=0and 0 <x <1
Ja=f fi=fs fs=fefory=land0<x <1

Zero order extrapolation open boundary condition is applied at the resonator end ex-
pressed as [33]:
fim=Fna fsm=Fma1 Jsm=TFem (3.31)
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To ensure the continuity of the flow, non-slip condition is applied at the west and east

sides (x = xg and x = xf) of the porous core [34]:

firp=Tis (3.32)

where 1 denote the appropriate lattice index as illustrated in Figure 4.3 and p and f

indicates respectively the porous and the fluid domain.

Thermal boundary condition

The external boundaries of the resonator are set isothermal at ambient temperature 6,,,:
(

x=0and 0 <y <1

gi = 6,(wi+w')—g' at y=0and0<x<1 iand it are the indices corresponding

y=land0<x <1
\

lattices and their opposite.

The temperature at the resonator end is treated by adopting the approach defined by
Orazio et al. [35]. The incoming unknown population to the east end are supposed at
equilibrium state at dimensionless temperature 87 defined as the temperature in a Dirich-
let boundary.

The corresponding unknown distribution functions at the outlet boundary are defined as:

g = 0901 — 2u)
g6:%96q(1—c%(u—v)) (3.33)
g1 = 30%(1— S (u+v))

0¢9 is calculated by:

6(6, — 6))

Geq:
1+ 3u
C

(3.34)

59



0, 1s the sum of the known distribution functions coming from the adjacent internal wall

nodes calculated as:

Op=g0+82+8+g4s+85+8s (3.35)

Then the unknown distributions of the outlet boundary are therefore calculated by:
gi = 0,0 (3.36)

A temperature gradient is applied at the TAC limits, a hot exchanger is placed at the west
boundary (x = xg) while an ambient heat exchanger is set at the opposite side (x = xr).
At the TAC entrance, the hot heat exchanger deliver a temperature Oy from an external

source such heat waste or a solar thermal collector.

g3 =0g(wz+wi)—gi
g7 = O (w7 +ws) — gs (3.37)

86 = O (ws +wg) — g8

At the other side, an ambient exchanger is placed maintaining the fluid at 6 = 6.

g1 = 0c(wi+w3) — g3
gs = Oc(ws+w7) — g7 (3.38)
g8 = Oc(wg +ws) — g6

The continuity at the fluid-solid interface of the porous core is defined as [34,36] :

a0 a0

3.6 Validation

It should be noted that our in-house numerical code based on the BGK-TLBM was already
validated [37]. To further validate the model, we consider the problem of an oscillating flow
within a two-dimensional channel [38,39]. The external walls of the deemed system are set

isotherm at temperature 7;, and the flow is driven by a periodic pressure gradient.
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Figure 3.4: Development of velocity profile at Figure 3.5: Mean temperature profile at three
the middle of the channel (X = %, Y = %) positions in the cross for the sections steady

flow

Figure 3.4 reveals the velocity profile at the mid-channel (X = %,Y = % At can be seen, the
velocity at the centerline is closer to the minimum and always lower than the velocity nearby
the upper and lower walls. The annular effect in the centerline is formed due to the presence
of viscous dissipation phenomenon coupled by an important inertial force in the center of the

channel. The provided instabilities are due to the existence of fluid friction near the walls.

T, Tc
Ty—Tc

tions in the cross for the sections steady flow (X /L =0.02;X /L =0.1 and X/L = 1). The bulk

Figure 3.5 depicts the evolution of the mean temperature profile 6,, = [40] at three posi-
temperature 7j, express the evolution of temperature inside the channel compared to the wall
temperature. As can be seen, the temperature profile is parabolic and uniform over all the flow.
It is nil at the wall boundaries and maximal at the center of the channel. The flat profile at the
engine entrance reflect the important interaction between the fluid layers and the channel walls.
As observed, the profile become developed from the one-tenth length position and it maximal

increase slightly from there.

3.7 Mesh independence test

Figure 3.6 exhibits the check of mesh independence test in terms of lengthwise velocity evo-
lution in the X direction of the computed SWTAE at Y = H /2. To ensure simulation stability,
five different mesh grids are evaluated (600X30, 800X40,1000X50, 1200X60, 1400X70) for
€=0.5,Re =100, Rg =3, Rc =20 and Da = 0.001.
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Figure 3.6: Mesh independence test of the lengthwise velocity evolution along the
standing-wave engine at H /2 for € = 0.5, Re = 100, Rg = 3, R¢c = 20 and Da = 0.001

A quite small difference in the velocity evolution between the five grids is observed at the hot
buffer. Then, inside the porous core, the flow become insensitive to the number of grid nodes.
A remarkable difference between the chosen grids is observed in the simulation of the fluid flow
at the TAC outlet region Xg < X < L. As can be seen, the acoustic velocity amplitude between
(600X30) and (800X40) grid sizes has about 8.42% difference. Then, a deviation by about
2% between the mean velocity amplitude at the resonator tube is noted between the second
(800X40) and third mesh (1000X50) grids while it is about 5.46% at the resonator end. There-
fore, it is seen that the simulation become independent of the grid number nodes for a more
refined grids. Lower than 2% of mean velocity difference is observed between (1000X50) and
(1200X60) grids. Definitely, for more refined grids the acoustical velocity evolution profiles
become identical. Eventually, for optimum computational time execution (1000X50) grid size

is adopted in this work.

3.8 Result and discussion

In this section, we study the effect of the inner porous media parameters on the fluid flow and
the heat transfer within the standing wave thermoacoustic engine core. The relevant parame-
ters influencing the dynamic and thermal fields within the device are Reynolds number, Darcy
number, the heat conductivity and heat capacity of the constructive material (viz,R¢ and Rg). It
should be recalled that the working gas is air with Prandt number Pr = 0.71 and the engine is

computed as two dimentional semi-closed tube where the length (L = 1meter) is set sufficient
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long to minimize losses [40] and end effects. The inner porous TAC has 50% porosity (€ =0.5)

where the temperature difference between its boundaries is set constant at (7 — T¢)=80 °C.

3.8.1 Engine configuration

To ensure an efficient investigation, an expectation about the optimum configuration is elabo-
rated. For the same porosity, seven different core lengths positioned at five positions along the

first half of the resonator.

—e— X¢/L=0.10
—— Xg/L=0.15
—a— Xg/L=020
—B— Xg/L=025

—— X/L=0.30
80

0.10 0.15 0.20 0.25 030 035 0.40

(Xe-Xo)IL

Figure 3.7: Effect of the TAC position (%) and length (@) on the thermoacoustic work
with € = 0.5, Re =400, Rx = 3, Rc = 20 and Da = 0.001

Xc—X
CL S)

Figure 3.7 exhibits simultaneously the effect of both TAC position (%) and length (
on the standing wave thermoacoustic engine work generation for the following dimensionless
parameters: € = 0.5, Re =400, Rx = 3, Rc = 20 and Da = 0.001. It is observed that through
the different positions (0.1 < Xg/L < 0.3), the best acoustic production is obtained when the
TAC is positioned at one-tenth wavelength distance from the pressure antinode.

Thus, the generated acoustic power is reduced as the distance of the TAC from the pressure
antinode increase. Furthermore, when extending the TAC length (KCZJX < 0.25)) the tempera-
ture gradient around the TAC increase considerably, so that the conversion process slow down.
Then, it can be concluded that the engine perform better for L/4 TAC length. The fluid parcel
interaction becomes more important and the energy of the intermolecular collusion increase.

Then, for more extended length ((XCZXS < 0.25)), the acoustic power generation decreases

gradually due to the fact that the viscous losses at the porous core are linearly proportional to
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the contact surface area.
For the rest of our study, the TAC is positioned near to the pressure antinode at X; = L/10 and

it has long (@ =0.25)).

3.8.2 Dynamic Field
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Figure 3.8: Maximum pressure difference between the TAC ends and resonator tube limits by
Darcy number for € = 0.5, Re =400, Ry =3, Rc =20 atY =H/2

Figure 3.8 illustrates the effect of Darcy number Darcy number on the pressure difference

(5
prref

tube limits (X =0and X =L) atY = H/2 for e = 0.5, Re = 400, Rx = 3, Rc =20. As observed,

) between the porous inner-core ends (X = Xg and X = X¢) and between the resonator

the pressure difference between the TAC ends becomes more important at higher Da number.

That can be explained by the importance of viscous resistance at low permeability inside the

PL—R
prU;.

ref

inner TAC. Inversely, (

)) between the resonator tube ends decrease by the increasing of
Darcy number where Py, is pressure at X = L and P, is the pressure nearby the closed end X = 0.
Then, from the fact that best conversion can occurred at high pressure difference between TAC
limits it can be concluded that the use of minor permeable core is not advised.

Figure 3.9 exhibits simultaneously the influence of both Darcy number and Reynolds number
on the friction factor at the thermoacoustic core with porosity € = 0.5 and for Rx = 3, R¢c = 20.
As illustrated, the decreasing of the porous medium permeability ensure most effective fluid
frictions due to the enlargement of the contact area. Additionally, it can be seen that the friction
factor is inversely proportional to Reynolds number. The influence of Reynolds number on

the frictions at the porous TAC is clearly observed at low values. In fact, weaker flow enforce
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the fluid shearing causing strong viscous forces. Then, as observed in the figure the influence
become negligible by the increase of the permeability further to the decreasing of layer shearing

and instabilities.
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Figure 3.9: Maximum friction factor at the engine core versus Reynolds and Darcy number for
€=05,Rxk=3,Rc=20

Figures 3.10. (a) and (b) illustrates the dimensionless velocity profile of the acoustic wave
respectively at the middle (X = %) and the outlet of the porous core (X = Xg). As observed
in the Figure 3.10. (a), at the middle of the TAC, the acoustic velocity profile takes an annular
form. It is nil at the solid walls due to the non-slip condition while a maximal value occurs at
the neighboring layers and then attenuated at the center. The velocity overshoot near the walls
is well known as the “Richardson effect”, this phenomenon is widespread in the case of an
oscillatory flow in a porous medium. That is explained by the existence of important viscous
forces due to the intermolecular interaction nearby the porous core walls.

It is readily apparent that the amplitude of the centerline velocity is higher as the permeability of
the TAC is low. Additionally, the annular effect becomes larger following the raising of the fluid
shearing near the engine walls. In effect, the increasing of contact area ensures the acceleration
of the fluid parcel motion and then result both significant frictions and larger acoustic waves
over there. Although the overshooting gradient near the external walls slows down at feeble

Darcy due to the weakness of the viscous dissipation at the wall layers.
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Figure 3.10: Darcy number effect on the dimensionless acoustic velocity (a) at the center
XctXs) and (b) at the outlet of the TAC (Xg) for £ = 0.5, Re = 400, Rx = 3, Rc = 20

Besides, as illustrated in the Figure 3.10. (b), it is found that the velocity amplitude in-

creases by the increase of Darcy number. This condition conduct to the minimization of non-

linear interaction at the TAC limits and then reduce perturbations as the thermodynamic irre-

versible process that subsequently implicate the production of greater acoustic waves.

3.8.3 Thermal field
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Figure 3.11. (a) outline the variation of the local Nusselt number Nu at the upper wall of the
engine core (Y = H) for € = 0.5, Re =400, Rx = 3, Rc = 20. Note that maximum heat transfer
rate occurs at the hot side of the thermoacoustic core while it is minimum at the vicinity of cold
heat exchanger. Major heat transfer rate is recorded at low Da values where the heat convection
is significant and viscous dissipation becomes negligible which correspond to Darcy.Therefore,
the dependency of the average Nusselt number on both Darcy number (Da) and flow pattern
(Re) is plotted in the Figure 3.11. ((b). For high Re values (Re > 800) the heat transfer rate
depends slightly on Da number. It can be seen that Nu,v converge towards a constant value
indicating the domination of heat convection. For (Re < 800), it is seen that the decrease of
Da number leads an important evolution of Nu,v principally caused by the enlargement of

exchange area within the porous inner-core.
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Figure 3.12: Darcy number effect on the temperature at the west side of the porous core
(X =X5+0X) for e =0.5, Rc = 10 Rx = 1 and Re = 400
As the Figure 3.12 illustrates the effect of Da number on temperature profile nearby the hot
exchanger (X = Xg+ 6X). The temperature at the upper and lower walls is 0 = 6,, then it takes
anearly constant amplitude that increase with the decrease of inner-core permeability. In effect,
viscous frictions within the porous structure delivers an additional heat to the working gas.
Consequently, the increase of temperature amplitude is mainly explained by the importance of
thermo-viscous interaction effect at higher contact area between the operating fluid particles
and the solid walls of the TAC especially at the hot side. Indeed, the temperature increasing
within the porous core slows down the particles motion which serve to provide weaker acoustic

waves amplitude at the engine outlet as mentioned in Figure 3.10. (b).
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Figure 3.13: Capacity ratio effect on the temperature at the mid-core(X = (Xs+ X¢)/2) for
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Figure 3.13 outlines the variation of temperature profile with the heat capacity ratio R¢ at
the midcore (X = (Xs+X¢)/2) for € = 0.5 Ry = 1 Re =400. As shown, the temperature profile
at the center of the inner porous core is parabolic where its amplitude is higher as the capacity
ratio (R¢) increase. The effect of the porous material heat capacity weakens at low values so
that the flow behaviors affect more in the mean temperature inside the engine. More precisely,
the temperature gradient at the porous core become larger when the heat capacity of the used
material is higher. In fact, the rate of heat transfer between the TAC borders must be smaller
to decrease the instabilities and to be close to reversible thermoacoustic engines conditions.
Eventually, low heat capacity materials are very reliable to such converter devices.
Figure 3.14 reveals the effect of the conductivity ratio Rg on the temperature distribution within
the standing-wave thermoacoustic engine for € = 0.5 R, = 10 Re = 400. It can be seen that
the conductivity of the porous material has great effect on the heat transfer within the porous
core and on the temperature at the end of the resonator tube. The increasing of the ratio of the
porous material and working fluid conductivities reduce the effect of thermo-viscous interaction
within the core. Precisely, the additional heat produced inside the core becomes insignificant
(Figure 3.14 (b)) causing therefore minor non-linear heat transfer between porous core limits.
In essence, increasing of the constructive material conductivity decrease the conductive heat
losses. However, at low values, the heat transfer becomes uncontrollable and provide strong

harmonics due to the enlargement of the longitudinal temperature gradient.
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Figure 3.14: Conductivity ratio effect on (a) the heat transfer and end effect within the SWTAE
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Additionally, the temperature at the engine end is more affected. An important temperature
increasing is observed at the resonator open end. This can be explained by the creation of
vortex at the outlet end result of the nonlinear perturbations. Therefore, it can be conclude
that for Ry = 3 the temperature at the TAC has minor instabilities and the linear interpolation
between the hot and cold exchanger were perfect. That value of conductivity ratio correspond

better to most adequate conversion operator.

3.8.4 Entropy generation

Except the thermoacoustic conversion, several irreversible processes are provided by the inter-
action of fluid parcel at the walls of the porous TAC. In effect, heat transfer and fluid frictions
through a porous media subject to temperature gradient induces the entropy generation. The
thermal-to acoustic efficiency of a thermoacoustic system is widely retarded by the generation
of entropy. Typically, each form of energy conversion must be arranged so that the entropy
generation although should be minimum. Therefore, operating under conditions close to those
of reversible devices is interesting for standing-wave engine, looking for the improvement of
the acoustic production with low cost. In this work, the determination of the entropy genera-
tion by the system serves to analyze the performance and the acoustic losses thus to propose
the optimization procedure. Then, the suitable inner thermoacoustic core material features and

structure are examined for the minimization of nonlinear behaviors through the standing-wave
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Figure 3.15 illustrates the effect of Re number for three values of Da on Bejan (Be) at the
middle of the inner thermoacoustic core (X = (Xs+ X¢)/2,Y = H/2). This investigation were
carried out for the relevant parameters € = 0.5, Rx = and R¢c =. Our study reveal that fluid
friction irreversibility (FFI) dominate in the irreversible process for the tested values of Da

and 100 < Re < 1000 due to the importance viscous interaction within the porous structure.
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Figure 3.16: Influence of Darcy number on (a) the entropy generation at the middle of a
standing-wave thermoacoustic core X = ((Xs+ X¢)/2) (b) Fluid Friction contribution through
and around the thermoacoustic core for € = 0.5, Re = 400, Rx = 3 and R¢c = 20
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It can be clearly observed that Bejan is minimal for lower Darcy number value. That can
be explained by the enhancement of fluid friction irreversibility by reducing the media’s per-
meability. Besides, Bejan is weaken sharply by the increase of Re. The impact of heat transfer
irreversibility (HTI) is more important at weak flow. In effect, the thermal interaction between
the fluid parcels and the solid walls augment at low Re number. Then, for more powerful flow
the effect of viscous frictions dominates the irreversible process which express the insignifi-
cance of thermal losses compared to viscous losses.

The influence of Darcy number on the entropy generation (Ns) and on the fluid friction con-
tribution within the thermoacoustic core is presented in Figure 3.16 for € = 0.5, Re = 400,
Rg =3 and Rc = 20. As can be seen in (Figure 3.16 (a)), the entropy generation is maximal
at the walls layer where thermal losses and viscous dissipation are maximum. Those losses
are linked to the acoustic energy losses crossing the channel section and then minimizing the
ability of the system to convert the heat to the acoustic energy. The degree of molecular ac-
tivities inside the porous core become important by the decreasing of Da which improve the
increase of Ns. In Figure 3.16 (b), it can be seen that fluid friction irreversibility is important
as Da is feeble. In effect, fluid layers shearing are intensified at low permeability. Therefore,
acoustic losses and instabilities are remained greater. As observed, the irreversibility appear at
the porous medium and at the vicinity of the resonator walls where fluid layers interaction are
most important. Away from the TAC, higher entropy generation occur near the resonator walls

then it diminishes monotonically to the inner flow.
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Figure 3.17: Entropy generation variation  Figure 3.18: Entropy generation variation
with the Conductivity ratio R for with the Capacity ratio R¢ for
€ =0.5,Re =400, Da = 0.001 and R, =35 € =0.5,Re =400, Da =0.001 and Rx =6
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Figure 3.17 illustrates the influence of conductivity ratio Rx on the entropy generation within
the TAC (X5 < X < X¢) for € = 0.5,Re =400, Da = 0.001 and R. = 35. As can be seen, the
entropy generation has its maximal value at the cold side and is considerable at the external
walls. In essence, heat leakage is maximal nearby the cold exchanger where exist significant
thermal losses. Then, those losses are important as the thermal conductivity of the constructive
material is higher. At high Rk, heat losses from the resonator walls increase providing high
heat transfer irreversibility. Meanwhile, thermo-viscous interaction at middle of the TAC are
calmed down at higher Rx value where minor entropy is observed.

Figure 3.18 exhibits the impact of the heat capacity ratio on the entropy contribution within the
thermoacoustic core for the relevant parameters € = 0.5,Re = 400, Da = 0.001 and Rx = 6. For
lower value, the entropy generation within the porous matrix is more important due to the in-
crease of heat transfer resistance. Furthermore, the heat losses from the external walls become
larger caused by an important. Then, the heat transfer nearby the cold exchanger enhance. In
effect, in this condition the rate of heat transfer between the core borders must be smaller to

decrease the instabilities and to be close to reversible thermoacoustic engines conditions.

3.9 Conclusion

In this study, lattice Boltzmann method is applied to investigate the flow field and heat transfer
through a thermoacoustic engine. The standing wave thermoacoustic engine is computed as a
two dimensional tube occupied in part with a porous structre submitted to a temperature dif-
ference. Optimum porous core position and length giving maximum acoustic production were
firstly studied. Then, for different porous core parameters, the thermodynamic flow behavior
and on the entropy generation was investigated. Results found serves on the minimization of
irreversible process by the insertion of a corresponding porous material.

As a conclusion, it is found that:

* At low Darcy number, minimal acoustic velocity is observed at the engine outlet due
to the great frictions and heat transfer nonlinearities occurred through the TAC. A rather
important entropy is observed at the porous core, in essence the acoustic wave generation

become accompanied by an unstable fluid fluctuation.

* Minor heat transfer instabilities are obtained for a constructive material having reason-

able high thermal conductivity and low heat capacity. Such material utilization leads to
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the minimization of heat transfer irreversibilities at the porous core ends and it serves in

the suppression of the end effects.

The entropy generated by the thermoacoustic engine is mainly influenced by the tempera-
ture gradient at the external walls and the TAC boundaries and it is dominated by viscous
frictions irreversibilities at the porous medium. In essence, maximum irreversibilities are

observed at the cold region where important heat losses are occurred.

The standing-wave engine operate at conditions closer to them of a reversible device if
the porous core material is more thermal conductive and has lower heat capacity. Those
conditions serves on the minimization of heat accumulation and temperature gradient

improvement at the core boundaries.
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Chapter 4

Simulating Rayleigh streaming and
heat transfer in a standing-wave
thermoacoustic engine



4.1 Introduction

Thermoacoustic engines (TAEs) are heat engines where self-sustaining acoustic waves appear
through gradient temperature application along a porous open cell medium (or stack) placed
inside an acoustic resonator. Simply put, within these devices, the thermoacoustic effects are
based on heat transfer interactions between a gas subjected to an acoustic excitation and a
porous medium (or a stack as the case may be) where a temperature gradient is set in the prop-
agation direction of acoustic waves. These devices can be classified into standing wave (SW)
or travelling wave systems depending on the acoustic wave kind generated (see Figure 4.1b for
illustrative purposes). They are mainly intended to combine thermal and acoustic interaction
and recover energy. Explicitly, they can either consume acoustic work to ensure heat transfer,
or produce acoustic work from thermal energy, which in turn can be converted to mechanical
or electrical power. They may be a promising approach to recover heat such as geothermal
energy [1-3], industrial waste heat [4, 5], solar thermal energy [6] and exhaust heat from inter-
nal combustion engines [7]. In addition, they are an attractive alternative for harnessing low
quality heat using little or no moving components and environmentally friendly working fluids
(e.g. inert gases or noble). They can become thermo-acoustically unstable beyond a critical
heat input. Besides the efficiency of thermoacoustic conversion at low temperature gradient
around the TAC [8], thermoacoustic technology remains a fairly promising technique in low
grade thermal energy [9], to name a few. This low gradient heat recovery has become tech-
nically safe by preferably using thermoacoustic systems such as TAEs for power generation.
Thereby, the approach based mainly on acoustic waves effect on heat exchange and vice versa
from different points of view has long since become a major research issue. In addition, ther-
moacoustic technology is of potential interest for the green energy production, the industrial
waste and heat waste recovery.

In the present paragraph, some relevant experimental studies conducted on TAEs are reported.
Both experimental [10, 11] and numerical [12] studies have reported that the reduction in onset
temperature to less than 80 °C under wet conditions for low quality waste heat recovery was
enabled. Moreover, studies [13—15] have dealt with the influence of geometric characteristics
on low-grade heat conversion. Nakamura [16] succeeded in achieving a Carnot efficiency of
8% for a standing wave thermoacoustic engine (SWTAE) operating under low heat conditions

by varying the length, position and permeability of the stack at a temperature gradient beyond
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180 °C. To predict the temperature and the instability frequency occurrence, Chen et al. [17]
investigated the dynamic behavior of a one-dimensional self-excited standing wave thermo-

acoustics with various boundary conditions at the ends through simple acoustic analysis and/or

linear thermoacoustic theory.
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Figure 4.1: (a) Standing wave thermoacoustic engine with different parts and concept
illustration sketch focus (b) standing and travelling wave devices (c) simulation domain
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In thermoacoustic devices, the TAC is the key part for the thermoacoustic conversion. Its
operation involves the thermal energy conduction perpendicular to that of the generated sound
wave. Thereby, its manufacturing material choice is of paramount importance. The most used
materials are ceramic and stainless steel which have good performance in energy conversion.
Tijani et al. [18] designed a thermoacoustic Stirling heat engine whose stack consists of stain-
less steel screens. According to these authors, the performance achieved was 49% of the effi-
cacy of Carnot. Ramadan et al. [19] experimentally investigated end-effects and natural con-
vection effects on Rayleigh streaming pattern in a simple SWTAE with a ceramic stack. They
found that the average velocity pattern changes in regions of cold flow, hot flow, and end effects
while being or not in agreement with Rayleigh streaming. Jung and Matveev [20] reported on
experimental and modelling results obtained with a small-scale SWTAE equipped with a glassy
carbon stack. They stated that the efficiency of the device is reduced due to large hysteresis ef-
fects.

Sharify and Hasegawa [21] experimentally investigated a travelling wave thermoacoustic re-
frigerator driven by a multistage travelling wave thermoacoustic engine (TAE). Tijani [22] has
shown experimentally that reducing the Prandtl number (Pr) to 0.2 allows for a coefficient of
performance up to 70% greater than that with pure helium (Pr = 0.7). Long before, Tasnim
and Fraser [23] have considered a porous reticulated vitreous carbon (RVC) as inner-core and
providing better performance than traditional used materials.

Besides theoretical and experimental studies, numerical simulations and modelling have be-
come a suitable alternative for studying thermoacoustic phenomena involved in SWTAE [24—
28]. To this end, Hireche et al. [29] recently performed a 3D- numerical study of natural
convection flow using a finite volume method to solve the mixed Navier-Stokes and Darcy-
Brinkman equations under Boussinesq approximation in a thermoacoustic device with a porous
medium. They highlighted thermal conductivity, permeability, and anisotropy influence of the
porous medium on the dynamic and thermal fields. Daru et al [30] analyzed different stream-
ing flow regimes in a resonant waveguide and pointed out two regimes which are function of
the acoustic amplitude. Likewise, Daru et al. [31] assessed both numerically and theoretically
the interaction between a standing wave and a solid wall resolving the averaged Navier-Stokes
equations with acoustic correlation source terms whose effects have been highlighted. Along
this same line, Rahpeima and Ebrahimi [32] numerically investigated effects of different geo-

metric parameters and thermophysical properties of the stack. They demonstrated that reducing
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thickness and thermal conductivity of stacked plates leads to lower cooling temperatures and
higher coefficients of performance. Wang et al [33] presented a study on a one-dimensional
time-domain model to predict the onset characteristics of travelling wave thermoacoustic en-
gines with helium as the working gas. They found that the experimental damping temperature
is closer to the computed onset temperature than the experimental onset temperature. After-
wards, they stated that the considered time-domain model clearly highlights internal trigger
mechanisms involved.

Although many studies have been conducted to numerically investigate thermoacoustic stand-
ing wave processes, those that have been conducted using Boltzmann lattice-model methods
remain scarce. The acute lack of these investigations motivated the present work. LBMs and
their variants offer many assets due to their transient nature, explicitness, the evolution equation
linearity, its simple structure, explicit computation avoidance of Poisson equation for pressure,
its ability to handle non-linearities (such as acoustics) and all types of boundary conditions,
and its straightforward implementation and potential coding on parallel computers. Often,
when simulating thermal flows, these methods lean on a dual (double) distribution function
(DDF) thermal model where the velocity and temperature fields are each handled by a different
lattice Boltzmann equation (LBE). Based on these undeniable strengths, LBMs can be a more
suitable alternative to traditional numerical methods such as finite difference, finite volume,
finite element, etc., which may involve both a grid generation and tedious computation resolu-
tion processes. The LBE depicts the particle distribution function evolvement in the physical
momentum space. Compared with the molecular dynamics which analyzes the position and
momentum of each particle in fluids, Boltzmann’s equation rather concerns a particles clus-
ter occupying a small volume at a given position and short time, and momentum changes of
this group (Figure 4.1, §2.1). Thereby, Boltzmann’s equation can be applied on a larger scale
while covering a wide variety of problems ranging up to nonlinear acoustic thermal problems.
Moreover, based on the up-mentioned literature review, very few of these problems have been
conducted regarding the simulation of standing wave thermoacoustic processes (from the pro-
cess onset to the steady state) in a full domain (from left side closed to right end open; see §2.1)
using mesoscopic methods such as TLBMs. It is thereby that the helium-filled domain (with
a hot buffer, a porous medium filled TAC sandwiched between hot and cold heat exchangers)
closed on one side and open on the other deemed as the SWTAE template has been studied

numerically via a BGK-TLBM approach. The latter handles the fluid particles evolution using
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the collision and streaming processes on a discrete lattice mesh and provides conserved flow
variables such as density, momentum, and temperature by performing a local integration of
particles distribution functions. It is worthwhile mentioning that such an approach (also called
the single-relaxation-time (SRT) method), proposed by Bhatnagar-Gross-Krook (BGK), is a
widely used simplification of the complicated Boltzmann collision kernel. This model is ac-
cepted as the first truly successful model depicting a particles distribution. It has been widely
applied with success in many flow problems with heat transfer in porous or non-porous media
and even with phase change. Unfortunately, it turned out to be inadequate in certain cases, such
as for example at high Reynolds or Rayleigh numbers or when the Prandtl number is close to
unity, i.e. the viscous and thermal effects are equivalent. To be succinct, the stability of the
BGK method depends on the unique collision frequency which is a function of the grid resolu-
tion and the viscosity.

Much of previous works has confirmed that LBMs have the ability and accuracy required to
capture acoustic oscillations that may occur in TAEs [34-39], to cite a few.

Nonetheless, it remains unknown whether a TLBM approach can address a topic dealing with
Rayleigh streaming and heat transfer in a TAC filled with a porous medium and where the tem-
perature difference is a key parameter.

This paper aims to answer that issue or at least provide some clarification. Firstly, using a
DDF-TLBM with specular reflective bounce-back (SRBB) approach while securing the tem-
perature and heat flux continuity at the fluid-solid interface. A numerical simulation is then
performed to examine both dynamic/acoustic characteristics within the entire SWTAE and the
thermal efficiency while highlighting the thermal gradient and porosity impacts. The findings
thereby exhibited will certainly set the stage for more numerical simulations of such devices
with the TLBM approach.

The remainder of this paper is split as follows: Section 2 presents the problem statement, its
mathematical formulation and the associated simplifying conditions. Section 3 introduces the
performance indicator used to characterize the TAC. Section 4 sets out the TLBM adopted to
handle governing equations. Thereafter, the code validation is reported in section 5. Section 6
develops and comments on the outcomes obtained. Finally, conclusions are drawn in Section

1.

83



4.2 Problem statement, mathematical formulation and assumptions

4.2.1 Model aim and description

It is worth pointing out that standing wave devices are simple in structure with no moving parts.
They are mainly composed of a resonator tube, a hot buffer and a core usually made of stacked
plates or a porous medium (PM) sandwiched between a pair of cold and hot heat exchangers.
When the working fluid passes through the engine hot part, the heat is partly converted into
acoustic work [40]; it oscillates spontaneously through the PM (or stack if there is any) while
passing to the cold side generating acoustic waves which can be converted into electrical energy

using an generator such as an alternator [41].

CaCO3 Stainless Copper Helium
(PM) steel (CE) (Working
(HE) fluid)
Density [Kg/ m3] 2600 7850 8960 0.179
Thermal conductiv- 2.7 44.50 386 0.1513
ity [W/mK]
Specific heat [J /kgK| 900 475 383 5193

Table 4.1: Materials kind used and working fluid physical properties.

Figure 4.1a shows the standing wave thermoacoustic engine (SWTAE) sketch with its left end
(X = 0.0m) closed and right end (L = 1.0m) opened to an electric generator. Explicitly, the
helium-filled SWTAE is mainly made up of a hot buffer, a PM-filled TAC placed between a
hot exchanger (HE; left side) and a cold exchanger (CE; right side). The TAC is modeled as
a saturated, homogeneous and isotropic porous medium (CaCOs3) and whose thermophysical
properties are gathered in Table 4.1. The hot and cold plates’ exchangers (PM’s left and right
sides) made of stainless steel and copper are placed at Xy = 0.2 m and Xr = 0.4 m , respectively.
Their lengths are respectively Xs — Xy (= 3.107%m) and Xc — Xp (= 2.107%m) with 60%
porosity for better numerical stability and computational time of simulations.

The CE is followed by a resonator of length L — X¢c. The two commonly TAEs are sketched
in Figure 1b, while Figure 1c shows the structural schematic diagram of the baseline model

(heater, PM, cooler and resonator) deemed in CFD computations.

84



To sum up, the basic model’s dimensions and types deemed here are listed in Table 4.2.

Item Length (m) Materials

Hot buffer (HB) Xy =02 -

Hot exchanger (HE) Xs— Xy =0.03 Stainless steel
Porous medium (TAC) Xr—Xg=0.17 CaCOs

Cold exchanger (CE) Xc—XF=0.02 Copper
Resonator (R) L—Xc=0.58 -

Table 4.2: Dimensions of the SWTAE’s main parts.

Note that the working fluid is initially set at ambient temperature and uniform atmospheric
pressure. Besides, the outer walls of the TAC are exposed to ambient air. The hot and cold
exchangers generate a thermal gradient (resulting from a temperature difference) at the TAC
limits, and a linear decrease from the higher temperature to the lower temperature is thereby

applied to the upper and lower core’s walls.

4.2.2 Simplifying conditions and governing equations

The assumptions that match to the subsequent mathematical model depicting physical phenom-

ena which arise inside the SWTAE (Egs. (4.1)-(4.3) hereinafter) are:

The working fluid (helium) is assumed to be weakly compressible for which the condition

Ma < 0.3 is achieved;

The physical properties of the fluid and the solid are assumed to be constant with respect

to the temperature except for the density which ascertain the Boussinesq assumption;

The convective flow is laminar and viscous;

The flow in the porous medium is considered as the Brinkman-Forchheimer-Darcy’s flow

(BFD);

* The fluid flow is assumed to be unsteady and two-dimensional;
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It is noteworthy that such an approximation acts as a stabilizer of the base flow through
the porous medium while preserving the weakly compressible character of the working fluid.
The SWTAE channel being straight, the Cartesian coordinate system is used to describe the
fluid flow whose X and Y -axis depict the lengthwise and upright directions. With the assump-
tions and conditions up stated above-mentioned, the spatio-temporal equations (conservations
of mass, momentum and energy) in dimensional form governing the thermoacoustic conver-
sion process within the saturated SWTAE under Boussinesq assumption can be expressed as
follows [42]:

V.U=0 4.1

aa—lt] (U.V) [(% +(1-0)U|=-V <(®s+ (1 _G))P_};) +vi(e@+(1-0))V U~
Q] {%%—3—%@@ U+((1-0)+0e)gB(T —Tref)éy (4.2)
((1-0)Cy+0G,) 21 +(T)(Cyr) = (1 -0+ 0k) Lt

oc (% +%||U||> 10| +7:5/2 @3)
where (pCp). = €(pCp) s+ (1 —€)(pCp)s and k, = €ky + (1 — €)k, with subscripts e , f and s
standing for effective, fluid and solid parts.

In Egs. (4.1) - (4.3), U (Uéx +Veéy) P and T are the volume-averaged velocity, pressure and
temperature over the computational cell. g, B = 1/T,.r , and v are gravity acceleration, ther-
mal expansion coefficient, and kinematic viscosity. In addition € and F; denote the porous
medium’s porosity and the Forchheimer coefficient (inertial coefficient) which is function of
porosity and pore medium, respectively. As for the other variables and indices involved, refer-
ence may be made to the nomenclature.

The last term of Eq. (4.3) points out viscous dissipation whose expression is:

Vf Fg — 12 = =
P=0¢e| = +—=||U UlI*+7:D/2 4.4
(% +2101) 1017+ 2:5) @)
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TetD being the Newtonian shear stress and strain-rate tensors described by
T=2uD and D= (VU+V'U)/2 (4.5)

The thermophysical characteristics of the porous medium are its porosity € , its permeability
K, and its equivalent (effective) thermal conductivity k.. Note that, for convenience, a binary
parameter is regarded herein to unify the equations writing based on the media nature involved
(® = 0 for the fluid medium, ® =1 for the porous medium) letting appear an additional term
called the BFD term (3rd term on the right’s sign “=" of Eq. (4.2)).

The permeability and porous medium geometrical function have been set as:
K=¢ed}(150(1—€)*)~" and F.=175(150¢%)0? (4.6)

where d), is the mean diameter of the equivalent spherical pores for the porous medium which

has been freely set to set to 3.3 um.

4.2.3 Boundary and initial conditions

The implementation of the initial (I) and boundary conditions (BCs) being needful in the nu-
merical handling of any flow problem with or without heat transfer to pick up an appropriate
solution, the initial and boundary conditions associated with the afore formulated equations are

enforced on the geometric boundaries:

dU /dX = 0 (specular reflective boundary); V=0, T =T, at X =0and 0 < Y < H (left
boundary);

dU/dX =9dV/dX =0atX =Land 0 <Y < H (right boundary);

V =0; dU/dY = 0 (specular reflective boundary); 7T =T, at 0 < X < L, Y =0 and

Y = L (lower and upper boundaries);

T=TyatXyg <X <Xgand 0 <Y < H (HE);

T=TcatXr <X <Xcand0<Y < H (CE);

Lastly , a non-slip condition is enforced on the porous TAC’s limits forming the solid-
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fluid interfaces (X = Xy and X = X¢) of the porous core to maintain flow continuity:

O(x.1);,=U(X.1);, and &' <aU/oX|, =<dU/aX|,,  (47)

» Likewise, at these same interfaces, temperature and transverse heat fluxes continuity is

translated as follows:
T(X,t)/f = T(X,t)/p and < ke8T(X,t)\/p/8X =< kc?T(X,t)|/f/8X 4.8)

Recall that subscripts p and f point out, respectively, the porous and fluid domains.

* The initial conditions include zero velocity (motionless fluid), charge pressure (Atmo-

spheric pressure) and inside temperature of 298K.

4.2.4 Dimensionless governing equations

It is more appropriate to consider the dimensionless transport equations instead to facilitate
outcomes interpretation using dimensionless variables indicated by lowercase letters. These

can be obtained through the following parameters:

U Vv X Y I P T —T
<u’v):( ’ )7 (x,y):(—, _)7 f=t1— y D= 7 ng
Urgf Uref L H H ProCs (TH Tc)
4.9)

Urer = \/ZZPO /p f{,), Pro (=0.179) and ¢, being the reference velocity, the density and the
sound speed, respectively.
Through this nondimensionalization process, relevant dimensionless parameters appear, viz.,
the Reynolds number Re (= U,.sH /V), the Darcy number Da (K /(€H?)), the Eckert num-
ber Ec (= Urzef /(C,AT)), to name a few. Subsequently, Eqs. (4.1) - (4.3) can be further

rewritten in the following dimensionless form:

V.i=0 (4.10)
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Jii )

=7 T () {(8 +(1 —@))ﬁ] = -V ((®e+(1 —@))p)—l—évzﬁ

—@{R;a \’jFiHuH]ﬁ—((l—®)+@S)PrRa<9—e,ef)zy @.11)
[1+®(1—8)(RC—1)]8; L @V)0 = [1+0(1—g)Re—1)]V?0 + ¢ (4.12)

Ra = gﬁ(TH—TC)H3

va )

with parameters Pr = uC,r/ky, Ry=¢+(1— 8)% and R.=¢+

(1—e¢) ((Sg"))‘; indicating the Prandtl number, thermal conductivities ratio and heat capacities
P/,

ratio, respectively.

¢ is the dimensionless viscous dissipation which is set as:

1 ek,

¢ = OF (- ¢—|IuH)H”H+ (d:d) (4.13)

To solve the dimensionless governing equations (4.10) - (4.12), appropriate dimensionless ini-

tial and boundary conditions are applied, which are gathered in Table 4.3.

Boundary Condition
=0 u=v=0,60=6,V xandy
x=0and0<y<1 9 —0;y=0and 6 =6,
x=land0<y<]1 9u — gv =
O<x<landy=0andy=1 v:o;g—;‘:Oandezew
xp<x<xsand0<y<1 0 =0y
xp<x<xcand0<y<1 0 =06¢
0<y<l1,x=xyand x=xc < 8_18b7/8x\p =< dii/dx|y , U, =iy , 0, =0,
k00 _ k8
ax /, — ox /;

Table 4.3: Boundary conditions synopsis used in the study

It is worth noting that in the LBM context, these macroscopic boundary conditions must be
translated using mesoscopic distribution functions while maintaining their physical meaning

(see §4.4.3 hereinafter).
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4.3 Performance indicator

The thermal efficiency is seemingly the best quantity to typify the considered TAE. It can be
defined as follows [43]:
n =100W/Q (4.14)

where W (= S|P||U|cos(y)/2) is the net acoustic power gain when the sound wave passes
through the TAC, Q(=mC,(Ty — Tc)) is the heat input at the porous medium (PM) boundaries,

S is the cross-sectional area, and iz is the masse flow rate (Kg.s-1).

4.4 Thermal lattice Boltzmann method

The Boltzmann equation depicts the particle distribution function (PDF) evolvement in the
physical momentum space over a discrete lattice domain. Such a domain is subdivided into a
structured lattice with the characteristic variables analogously to the meshes used in traditional
schemes (finite differences, finite volumes, etc.). Transient macroscopic fluid characteristics are
achieved via the two main ingredients of the lattice-Boltzmann Equation (LBE), viz streaming
and collision processes. Simply put, variables such as density, momentum and temperature
are obtained by performing local integration of the particle distribution function. Compared
with the molecular dynamics which analyzes the position and momentum of each particle in
fluids, Boltzmann’s equation rather concerns a particles cluster occupying a small volume at
a given position and short time, and momentum changes of this group (Figure 4.2 should be
stood at a point inside Figure 4.1b). Thereby, the Boltzmann equation can be applied for a
larger scale than the molecular dynamics, and seems suitable to address flow and heat transfer

characteristics in thermoacoustic devices.

4.4.1 Lattice Boltzmann equation for the dynamic field

The discretized lattice Boltzmann equation (LBE) for incompressible low Mach number fluid

flow with the Bhatnagar-Gross-Krook (BGK) approximation is as follows [44]:

(x4 ettt +Ar) — filx,t) = —AtT,  [fi(x,1) — £79(x,0)] + AtF,; (4.15)
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)2
where 7,,(=3vAt /(AX)? +0.5) is the momentum dimensionless relaxation time, Fy;(= Fi% )

depicts the total force and £ (equilibrium distribution function) is a mere approximation of

the Maxwell-Boltzmann distribution, which for the D2Q9 model can be defined as:

— —\2 ——
<d _ 5 [1 4 CH (citd) . — ] 4.16
S =Po Y T e (=) 20+ (1-0)) (4.16)

ci(=v/3c/3 is the lattice sound speed.

where @; is weighting factor defined as

5 i=0
®i=9 3 i=1234
% 1=5,6,7,8

\

The total force £ induced by porous matrix and buoyancy and enabling to couple the velocity

and temperature fields is given as [45,46]:

E eF,
+O—=

ReDa v/ Da

G = PrRa(0 — 6,,y) being the buoyancy term.

i i — ((1—®)+®e)Ge,  (4.17)

F=-0]

Figure 4.2: Lattice stencil for the D2Q9 model
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The classical phase space model D2Q9 selected herein is depicted in Figure 4.2 whose

lattice velocities are given by:

(0,0) i=0

%=19 (1,0),(0,1),(—1,0),(0,—1) i=1,2,3,4

(1,1),(=1,1),(—1,-1),(1,—-1) i=5,6,7,8

\

Note that the choice of the BGK approximation was dictated by a simplification sake of imple-
mentation and computation cost reducing.
Lastly, the macroscopic fluid variables, density p , velocity u and pressure p are achieved from

the distribution function moments f;(x,) as follows:

p(x,1) = Zf,-(x,t); p(x,0)u(x,t) = Zcifi(x,t) +p(x,0)AtF,;;  p(x,t) =c2p(x,1) (4.18)

From an algorithmic point of view, it is worthwhile to mention that the lattice Boltzmann
method achieves the simulation through the classical collision and streaming (advection) pro-
cesses of particle distribution functions (PDFs). That is, the collision relaxes the distribution
functions to a local equilibrium, while the streaming propagates the post-collision distribution

functions to new lattice locations.

4.4.2 Lattice Boltzmann equation for the thermal field

To characterize the thermal field, a second particle distribution function, g;(x,?), is used and

whose discrete evolution equation is expressed as follows [47] to cite a few:
gi(x+ciAr,t 4+ Ar) — gi(x,1) = —((1 — ©) Ty + Oy~ Ar[gi(x,1) — g1, 0)]+ At (4.19)

where 7, is the dimensionless thermal relaxation times in the hot buffer and resonator, while
Tsm 1S dimensionless time characterizing heat transfer between gas particles and the TAC walls.

Their respective expressions are [48,49]:

At R
T, = (3Wa 10.5) and  Tyn(=3Pr(T,— 0.5)R—£ +0.5) (4.20)
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with Pr, Ry and R¢ previously set via relationships (4.13) [48].
Moreover, the equilibrium particle distribution function of temperature gfq (x,t) can be put in
the following form [45,50]:

g(x,1) = e(x,t)wi(1+cc’;2”) 4.21)
The last term in Eq. (4.20) is the dimensionless viscous heat dissipation, and it can be stated

via relationship:

~ ] sm_O-S g
6= ol + 526 (4.22)

s Tsm
where the ¢ expression has already been specified from above (relationship (4.14)).

The macroscopic temperature is evaluated from:

0(x,1) = Z gi(x,1) (4.23)

4.4.3 Implementation of dynamic and thermal BCs in the LBM context

In the TLBM framework, the BCs for velocity and temperature are translated in terms of the
microscopic distribution functions f; and g;. Herein, it is obvious that these conditions are
both dynamic and thermal. In the present framework and on the basis of the so-called specular

reflective bounce-back approach adopted [50,51], these BCs can be stated as follows

Dynamic boundary conditions (DBCs)

The DBCs can be suggested as:
* i=fsfs=rf1+(1—r)fe fs =rfe+ (1 —r)f; (Left (closed) boundary)
* 3= Bn-13F1/n = F1/n-1:J6/n = fo/n—1 (Right (open) boundary)
* fo=fas fs=rfi+(1=r)fs; fo =rfs + (1 —r)f7 (Lower boundary)

s fu=fufi=rfs+(1—r)fe;fs =rfs+ (1 —r)fs (Upper boundary)
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Figure 4.3: Illustrative sketch of basic lattices for fluid-solid interface treatment

It is worth recalling that r and (1 — r) points out the proportion bounce-back reflection and

specular reflection proportion with wall, respectively.

* At x =xy and x = x¢ (Figure 4.3) , a fluid-solid interface condition is prescribed as:

firp=Tir (4.24)
where the subscript i denotes the appropriate variable.

Thermal boundary conditions (TBCs)
The TBCs can be depicted as:

* g1=0,(wi+w3)—g3 g5=06,(ws+w7)—g7; g8 = 6, (ws+ws)— ge (Left bound-
ary);

* g0=0,(wa+ws)—ga; g5=0u(ws+w7)—g7; g6 = Ou(we+ws)—gs (Lower bound-
ary);

* 84="0,(Ws+w2)—g2; g7=06u(w74+ws)—gs; gg=0y(ws+wg)—gs (Upper bound-
ary);

* g3 =0p(w3+wi)—g1; g7 =0u(w7+ws)—gs; g6 = 0u(ws+ws)—gs (HE; 0 <
y<1&xyg <x<xy)

* 81=0c(wi+w3)—g3; gs=0c(ws+w7)—g7; g3=0c(wg+ws)—g6(CE;0<y<1

& xp <x < xc)

It should be mentioned that the unknown temperature at the outlet is set as [52]:

83= 501~ Ju) go= 501~ F(u—v)) g1=50%(1~F(u+v) &)
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6(6,,—6,)
Su
It follows that the unknown distribution function gi is obtained by the following relationship:

with 6¢7 = and 60, = go+g2+g3+84+g5+8s3

gi = w;0% (4.26)

Lastly, the heat transfer continuity at the porous TAC inlet and outlet is ensured numerically as

follow:

gi/x{) :gi*

/X0
4 1 4 1 (4.27)

gi/xo - ggi/Xo+AX - ggi/XoJrZAx o kfgl;vo + §kfgl;0_Ax - gkfg17

/x0—2Ax

The subscript i~ denotes the opposite lattice index. x, is the positions of fluid-solid interfaces(

Xy or xc).

4.5 Independence tests and preliminary validation

4.5.1 Grid and time step independence tests

To achieve a grid size independence solution, a grid independence check was performed using
four sets of grids (from coarse grid to fine one). This needful step is intended to better es-
tablish the precision and correctness of subsequent computations. Thereby, by exploring four
mesh combinations (600X30, 800X40, 1000X50, 1200X60), Figure 4.4 exhibits the velocity U
evolvement vs. the lengthwise direction X at Y = H /2 for the case of Re = 100 , Pr = 0.67,
€=0.6,Ty =100 °C and T¢ = 20 °C.

The flow becomes insensitive to the number of nodes from the grid 1000X50. In addition, it
can be seen that the average difference between the two largest grids (1000X50 and 1200X60)
does not exceed 2% of errors indicating that the size of the 1000X50 -grid guarantees a solution
independent of the grid as portrayed by this figure. Simply put, beyond these grids, the differ-
ence is greatly phased out. Then, to deal with the time-step independence-test, preliminary
simulations have been performed at the same Re value by selecting the -grid and time steps

ranging from 0.2 to 1 while keeping computational domain size identical.
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Figure 4.4: Lengthwise velocity U dependence vis-a-vis a) the grid and b) time-step

Figure 4.4b depicts the time-step effect on velocity U. From these tests, it appears that this
quantity has converged for the grid from the time step A = 0.8 with a deviation of about 3%
between At = 0.8 and Ar = 1 This highlights the adequacy of this grid and the time step for

subsequent computations.

4.5.2 Model validation

To tackle the crucial issue of comparing with available results, preliminary validations of our
in-house numerical code were conducted to assess the solution accuracy achived via the BGK-
TLBM deemed here. Thereby, the previous study of Kuzuu et al. [53] dealing with the flow
and heat transfer in a simple standing wave engine is taken as a benchmark to validate current
method. The phase variation of the axial velocity profile within a cycle at the middle section of
the stack is compared with results from linear theory and LS-FLOW solver [53] in Figure 4.5.
It can be seen that our results corroborate the reference solutions with non-significant variations
of which the maximum is around 4.45%. In addition, the linear theory exhibits symmetrical
acoustic oscillations over a period, while the LBM simulation shows a slight deviation of accel-
eration and deceleration trajectories. A slight overshoot of the sectional speed profile appears
near the walls of the plate called the “Richardson effect”. Such an effect is involved within
the oscillatory permanent flow induced by the viscous force due to the interaction of the fluid

particles in the close vicinity of plates.

96



To sum up, from this comparison, it appears that the numerical approach provides satisfying

results, highlighting the reliability of our in-house code implemented.
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Figure 4.5: Streamwise velocity profiles vs. upright distance Y to the TAC’s middle section
(X = L/2) set by the phase y (degree). a) LBM results (symbols) and linear theory (dashed
lines); (b) LBM results (symbols) and CFD via LS-FLOW solver (dashed lines)[53]

4.6 Results and analysis

Before presenting and commenting on the salient results obtained, it is worth reiterating that it
is the numerical simulation of an unsteady convection flow in an closed-open-SWTAE chan-
nel (see Sections 2 and 4) via a thermal BGK-LBM which has been targeted. Through the
LB simulations, the thermal and acoustic response of the SWTAE with a thermal gradient (
AT (= Ty — T¢)) around the SWTAE has been successfully achieved. The main simulations
were carried out for relevant parameters, viz. Re = 100, Pr = 0.67, € = 0.6 and Ty = 20
°C. Furthermore, it should also be recalled that the LBM simulations conducted concern a
simplified computational domain made up of a semi-open straight tube (Figure 4.1 ¢) mainly
comprising a porous medium filled TAC placed between two hot and cold exchangers and two
resonators located from either sides.

It should also be pointed out that simulations are performed until convergence is reached by
specifying that the relative error of a quantity (between adjacent time steps) becomes less than

a pre-specified value at around 1075,
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4.6.1 Heat transfer stabilization in the porous core

The thermoacoustic conversion through the porous core gives rise to several undesirable effects
such as vortices generation and Rayleigh and acoustic streaming. The average flow is mainly
coupled with heat exchange and standing waves interaction which are the main source of heat
transfer. Indeed, self-sustained acoustic oscillations generation involves the application of a
fitting longitudinal temperature gradient between the porous core ends giving rise to significant
thermo-viscous interactions. In addition, using the helium as a working fluid lets compression
and expansion at low temperature and even at less than 10 °C at atmospheric pressure, and the
HE can deliver temperatures of 40 °C, 60 °C, 80 °C and 100 °C to the working fluid. It is well
accepted that self-excited acoustic oscillations occur inside the TAE if 7Ty ( 7¢ being kept fixed)

exceeds a certain value (called the onset temperature).
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Figure 4.6: Difference temperature’s time evolution AT at the start-up for Re = 100,
Pr=0.67,¢ =0.6 and Tc =20 °C
Figure 4.6 presents the temperature difference A T evolution vs. computation time at the startup
for Tc =20 °C, € = 0.6, Re = 100 and Pr = 0.67. As can be seen, the temperature difference
increases sharply to tend towards a plateau which presents oscillations. At the initial times, it
can be noted that the temperature fluctuates due to thermal conduction within the porous core

(PM) which causes thermo-viscous losses near the exchangers.
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Figure 4.7: Time evolution of the temperature difference AT = Ty — T¢ for Te =20°C, €=0.6,
Re=100 and Pr=0.67

Figure 4.7 depicts the evolution of the temperature difference AT vs. the CPU time (¢)
(computation time). The numerical investigations are achieved for the different temperatures
considered at the HE level, viz. 40 °C, 60 ° C, 80 ° C and 100 °C, while the CE tempera-
ture is fixed at T¢c = 20 °C. Note that, initially, the engine is in a linear unsteady state where
the working fluid gradually starts to absorb heat by conductive transfer resulting in improved
linear unsteady instability. This indicates that the weak interfacial interaction near exchangers
governs the small amplitudes thermal oscillations. Moreover, the thermo-viscous losses are
increasingly negligible compared to the convective heat transfer which improves the temper-
ature amplitude while speeding-up the acoustic excitation onset. Simply put, the greater the
temperature gradient, the more the interaction between the unsteady oscillations and the heat
transfer by conduction becomes less and less linear. Besides, periodic thermal expansion and
compression during a cycle induces steady sinusoidal thermal standing-waves whose amplitude

extends significantly.

4.6.2 Thermoacoustic oscillations analysis

Figure 4.8 exhibits the time evolution of the streamwise acoustic velocity with time at the
midcore ( (X = Xr +Xs)/2 and Y = H/2 ) for Re = 100 and £€=0.6. The HE temperature is
varied from 40 °C to 80 °C, while the CE temperature is maintained at 7o =20 °C. All figures
(4.8 a-d) demonstrate the complete process of producing acoustic oscillations. They evolve
in stages: Onset oscillation occurs due to the prompt increase in pressure. Then, it increases

sharply while continuing to fluctuate to tend towards the steady state, after having heated the
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Figure 4.8: Time evolution of the self-sustaining acoustic velocityX = % and Y = % for
Re=100, Pr=0.67 and £=0.6 with (a) Ty=40°C (b) Ty=60°C (c) Ty=80°C (d) Ty=100°C

The pressure gradient between the engine inputs serves to generate weak acoustic oscillations
visible at start-up and which dissipate afterwards. Thereby, by heat exchangers launching, the
acoustic velocity amplitude is slightly improved thanks to the advanced coupling between the
disturbed fluid motion and the unstable convective flow (buoyancy term effect). This linear
unstable state will be further discussed later (see Figure 4.9 hereinafter). It can be clearly seen
that the onset of the engine is retarded at low temperature gradient. Indeed, the conduction
being dominant within the core, it causes an inefficient compression-expansion of gas and
slows down the engine onset. The steady state is marked when the working fluid is expanded

and compressed according to a periodic and harmonic motion (see Figure 4.10 below).
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Figure 4.9: Time history of mid-core U -acoustic velocity at X = % and Y = % for
Re=100, Pr=0.67 and €=0.6 with (a) Ty =40 °C ; (b) Ty =60 °C ; (¢) Ty =80 °C; (d)
Ty =100 °C.

Figure 4.9 plots time history of mid-core U -acoustic velocity at X = % and Y = %
for Re = 100 , Pr = 0.67 and €=0.6 at different7yfor the quasi-steady state. For low heat
input, nonlinear convective heat transfer is insignificant, while conductivity governs smooth
nonharmonic sound waves (Figure 4.9a). On the other hand, at high temperatures, the waves
are captured and the nonlinear convection starts to control the non-harmonic acoustic propa-
gation (Figures 4.9b-d). Indeed, the non-linear interaction between the non-harmonic move-
ments improves the thermoacoustic conversion and rises the compressive/expansion power of

the working gas.
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Figure 4.10: Steady state U-acoustic velocity vs. phase angle y at the mid-core (X = %

and Y = Z)for Re=100, Pr=0.67 and £=0.6

Figure 4.10 outlines the effect of thermal gradient on the steady state U -acoustic velocity
through a period for Te= 20 °C, € = 0.6, Re = 100 and Pr = 0.67. It can be observed that
the compression expansion of the acoustic velocity is larger by increasing Ty. Note that even
when the exchangers provide a small temperature gradient, the acoustic standing wave exhibits
a sinusoidal shape due to negligible non-harmonic interaction which serves to provide small
resonant oscillations slowly propagating over time. Thereby, the acoustic propagation exhibits
a small phase delay (of about 5 degrees between each successive input) not visible to the naked

eye.

4.6.3 Convection effect on Rayleigh’s streaming

In Figure 4.11, isotherms and streamlines through stainless steel core (Figure 4.11(a)-(b) and
the CaCOj3 porous core (Figs. 11(c)-(d)) are depicted (from left to right) to unveil the flow
direction in the system for Re = 100 , Pr = 0.67 , €=0.6, Ty =100 °C and T =20 °C. As
expected, the temperature at the SWTAE core and its close vicinity may be observed to be
high. The heat flow through this porous core is obviously laminar since isotherms through the
stainless steel core avoid the great effect of Rayleigh streaming. The buoyancy effect controls
the heat flux in regions where the inertia dominates.Thermo-viscous dissipation combined with
natural convection helps to give rise to vortex shedding near the hot end. Furthermore, the hot
flow intensely penetrates the cold side thereby distressing the fluid expansion due to a faster

decrease in the heat gradient between the boundaries of the core.

102



U (m/s)

1.70
1.67
1.65
1.62
1.5¢
1.57
1.54
1.51
1.49
| L46
| 1.43
1.41
1.38
1.35
1.33
1.30

(b)

U (m/s)

1.70
1.67
1.65
1.62
1.59
1.57
1.54
1.51
1.49
1.46
1.43
1.41
1.38
135
133
1.30

(d

Figure 4.11: Isotherms and streamlines in the SWTAE core at the steady state for Re=100,
Pr=0.67, €=0.6, Ty =100 °C and T¢ =20 °C with (a, b) stainless steel; (c, d)CaCO3 porous
material

For a conductive and better absorbent material, the buoyancy effect controls the heat flux
where inertia dominates, inducing an important flow near the lower wall (case of stainless
steel; Figure 4.11a), while Figure 11c highlights the symmetrical aspect of the isotherms via
the thermophysical properties of CaCO3 (thermal conductivity and heat capacity) compared to
stainless steel. It can also be noted that the CaCO3’s use ensures a laminar convective flow with
high velocities in the resonator while damping the undesirable perturbations in the porous core.
Figure 4.12 presents the upright evolution of the temperature close to the HE (X = X5 +
28X;8X = 1073m) for € = 0.6 and two values of Ty , viz. 40 °C and 100 °C. At this porosity,
the temperature profile is not or almost not influenced by the buoyancy effect, even at a low
thermal gradient (Figure 4.12a) where a slight rise in temperature is observed in the hot zone
near the low side. Besides, at Ty= 100 °C (Figure 4.12b), the temperature sets out a parabolic

and symmetrical profile.
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Figure 4.12: Upright evolvement of temperature close-up the hot exchanger (X = X5+ 26X ;
(6X = 1073 m) for £€=0.6 and with (a) Ty=40 °C (b) Ty=100 °C

Figure 4.13 displays the acoustic U -velocity vs. the upright coordinate Y at the west side
of the TAC set by the phase y for different hot temperature over a cycle. Acoustic oscillation
is typically asymmetric where the amplitude ratio decreases with the non-harmonic interaction
mitigation at high 7. The Richardson effect is clearly discerned for most phases and large
velocity overshoots are induced by the viscous force near outer walls. Besides, counter-rotating
convection seems to be the main factor in the appearance of vortices, reflecting the importance

of the non-linear effect at the core edges.

4.6.4 Heat transfer analysis within the SWTAE

Figure 4.14 portrays the temperature along the SWTAE at Y = H/2 for €=0.6and Re = 100
set by the HE temperature (7y). All the profiles are almost similar exhibiting respectively a
maximum and a minimum near the HE and CE except at low temperature Ty (=40 °C). The
temperature at the hot buffer (HB) and at the resonator (except at the outlet) remains constant
(in this case a plateau) due to the transfer of heat between the HE and external walls (no wall
at the outlet). Note that at this low temperature of 40 °C , the plateau remains from the buffer
to the left vicinity of the CE indicating the absence of a maximum. Obviously, the HE and the
TAC’s left side (0.2 < X < 0.3 ) supply heat to the fluid, while the TAC and CE’s right sides,

as well as the left side of the resonator ( X = 0.42 ) extract heat from the fluid.
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Figure 4.13: Streamwise acoustic velocity evolution vs. the upright direction close-up the hot
exchanger (X = Xp — 20X ; (60X =1 mm) ) set by phase y for Re=100, Pr=0.67 and €=0.6
with (a) Ty=40 °C (b) Ty=60 °C (c) Ty=80 °C (d) Ty=100 °C

This in accordance with the result of Figure 4.11. Specifically, compression and expansion
become minor, providing insignificant thermoacoustic conversion. Further, the temperature
near the open outlet end is strongly elevated due to heat build-up coupled with low acoustic
vibrations which induce large viscous forces. At higher thermal gradient between the core
limits, the end effect is still important. For Ty =100 °C , the temperature increases from the

ambient value ( 25 °C) at the resonator tube up to 40 °C at the outlet.

105



110

—Ty=40°C

100
I —T,=60°C
o0 -
—T=100°C

1]

70
60 ”
50

40

T(°C)

30

20
00 01 02 03 04 05 06 07 08 09 1.0
X (m)

Figure 4.14: Streamwise temperature evolution a Y = % for € =0.6, Re =100 at different Ty
values.

4.6.5 Thermal-acoustic efficiency

Figure 4.15 depicts the thermal efficiency 1 vs. the temperature gradient ( A T) set by different
porosities medium ranging from 0.4 to 0.7 for Re = 100 and Pr = 0.67. Overall, it can be seen
that a high heating temperature leads to an efficiency rise. In addition, the greater the porosity,
the better the efficiency demonstrating that the porosity has a propitious influence on thermal
efficiency, in particular at high difference temperature. For a high porosity ( 0.6 and 0.7 ),
the thermal efficiency increases continuously, displays a slight plateau for further increasing at
large A T. This is due to the contact surface decreasing between solid walls and the working
fluid mitigating the thermal instability effect while ensuring an effective compression expansion

of the fluid.
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Figure 4.15: Thermal efficiency 11 (%) vs AT set by the core porosity at Re=100 and Pr=0.67
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4.7 Conclusion

This paper numerically investigated Rayleigh streaming and heat transfer in a standing-wave
thermoacoustic engine via a lattice Boltzmann method on D2Q9 lattice. To handle streaming
flow and heat transfer, a TLBM with dual density functions’ approach has been applied to solve
the extended Brinkman-Forchheimer Darcy equations as a mathematical model depicting the
targeted problem. Beforehand, a grid independence check was performed to better secure the
present solution independency. This work mainly endeavored to explore the effects of relevant
parameters such as temperature difference around thermoacoustic core and porosity on the
SWTAE thermal efficiency. Besides, the dynamic and thermal fields were investigated inside
the TAC. The spatial distributions of velocity and temperature in the streamwise and transverse
directions and the temporal history were exhibited. As a result, all the stages leading to the
steady state for different thermal gradients have been highlighted. Through this investigation,
it appeared that a small difference temperature slightly inhibits the appearance of oscillations.
Within the range of our computations, the main outcomes of the present study can be pointed

up as follows:

The temperature difference imposed on the TAC limits and the porosity are key parame-

ters that have a major impact, especially on performance;

* Optimal thermal performance is picked up at large porosities regardless of the imposed

gradient temperature.

* At a fixed cooling temperature and at a heating temperature in the range 40-100 °C, the

efficiency generally increases at high porosity.
* The velocity and temperature oscillations in the TAC have been affirmed;

* Porous CaCO3 media could be used as an inner core due to its longer life and low cost

construction;
* The TLBM simulations performed characterized the operating mechanism of a SWTAE;

* Numerical simulations report properly the flow behavior in a SWTAE including a porous
medium thereby demonstrating that the present DDF-based TLBM herein deemed can

now be applied to deal with such problems.
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Chapter 5

Conclusion



The main aim of this thesis is to optimize the operating mode and the efficiency of a standing
wave thermoacoustic engine by the limitation of thermoacoustic instabilities occurred within
the core. The operating efficiency of a thermoacoustic engine can be seriously damaged by
due to the existence of nonlinear effects such as minor losses, acoustic and Rayleigh streaming.
Thermal lattice Boltzmann method is adopted to investigate the flow of the working fluid and
the heat transfer within a standing wave thermoacoustic engine (SWTAE). A two-dimensional
standing wave device is patterned based on the Darcy—Brinkmann—Forchheimer model. The
system is composed of a straight resonator tube filled in part with a porous core subject of a
temperature difference. In the first chapter, an overview of the thermoacoustic field is given. A
brief history about the discovery and the critical development of the thermoacoustic field is de-
tailed. The thermoacoustic devices configurations and applications are presented followed by
a description of the conversion principle within the various thermoacoustic devices. Finally, a
bibliographical synthesis about the general structure and main particularities of standing wave
thermoacoustic devices is detailed.

The second chapter depicts the numerical model used for the simulation of the fluid flow and
heat transfer within a standing wave thermoacoustic engine. The kinetic theory of the fluid dy-
namic is examined for the discretization of the lattice Boltzmann method. Then, the extended
lattice Boltzmann model for the simulation of complex area as the thermoacoustic porous core
is detailed. The appropriate boundary conditions at the various walls of the engine and core
limits are developed.

The third chapter of this thesis aims in providing a full investigation about the optimum ther-
moacoustic core specifications such optimum position and length for better acoustic produc-
tion. A parametric study were carried out for the minimization of irreversible process within
the porous core and at the external walls of the resonator tube. Results found indicates that the
acoustic work is strongly linked to the porous core matrix structure. The acoustic velocity is
reduced by the minimization of the core permeability where improved frictions are occurred.
Accordingly, an important entropy generation is observed caused by the appearing of a vital un-
stable fluid fluctuation. Maximum entropy generation is observed at the cold region of the core

where important heat losses are occurred. It is mainly dependent on the temperature gradient at
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the external walls and the TAC boundaries and dominated by viscous frictions irreversibilities
at the porous medium. Following up, in the fourth chapter, lattice Boltzmann method is adopted
to examine the working mode of a SWTAE and analyze undesirable effects of the natural con-
vection on the heat transfer and acoustic conversion within the porous core. Operating under
low-grade heat conditions and for different porous core parameters, the thermodynamic flow
behavior and heat transfer within the different components of the engine were investigated. The
performance of celcor (CaCO3) shell matrix as thermoacoustic core was principally analysed
via thermal lattice Boltzmann method. Such method present a simple way to investigate the
working fluid compression-expansion process experienced at low Mach number. The influence
of undesirable effects on the heat transfer and engine performance is well investigate demon-
strating simultaneously the profitability of shell material as TAC constructive material than
actual uses ones. In effect, the performance of CaCO3 material as good thermal-to-acoustic
converter is proved due to its low conductivity serving in minimizing the undesirable effects
such as end-effect and Rayleigh streaming. It serves in reducing visco-thermal fluctuations and
lead to diminish the linear losses.

As a conclusion, the engine operate at conditions closer to them of a reversible device for:

* Lower porous medium permeability leads to minimize the acoustic dissipation by reduc-

ing the friction losses and heat transfer nonlinearities;

* Minor heat transfer instabilities are obtained for a CaCO3 porous material. Such mate-
rial utilization leads to the minimization of heat transfer instabilities and serves in the

suppression of the effects of natural convection in Rayleigh streaming and end effects;

* The entropy generation through the thermoacoustic system is mainly influenced by the
temperature gradient at the external walls and the TAC boundaries and it is dominated
by viscous frictions irreversibilities at the porous medium. In essence, maximum irre-

versibilities are observed at the cold region where important heat losses are occurred;

* The standing wave thermoacoustic engine can be successfully employed for low grade
heat recovery. The CaCO3 material show good performance in converting the heat field

to acoustic power and on the suppressing of the nonlinear effects;
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Further improves are suggested for future work in the objective to optimize the efficiency and

life time of standing wave thermoacoustic devices:

* The performance of employment of environment-friendly magnetic fields deserve to be

further investigate,
* Qur studies must be certainly completed by experimentation,

* To give better understanding of the thermoacoustic phenomena within the SWTAE, it is
projected to extend our present SRT-TLBM model to the compressible Multi-Relaxation

method (MRT-LBM),
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